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Abstract

This report summarizes the research effort at
the University of Wisconsin in support of the
VSAM Program. Our primary goal is to develop
technologies so a user can interactively visualize
and virtually modify a 3D environment from a
set of images. Current approaches are described
for image-based scene rendering, scene manipu-
lation, and appearance modeling.

1 Introduction

The ultimate goal of this project is to develop
image-based methods that will enable a user
to control the motion of a virtual camera so
as to visualize a real 3D environment for ap-
plications such as facility monitoring and mis-
sion rehearsal. This technology will enable the
rapid creation of an interactive visualization ca-
pability in which new views are synthesized by
adaptively combining or “steering” a set of in-
put images of the environment.

Our approach is image-based in the sense that
all input and output about the scene is via im-
ages. Since the desired results are images this
means that techniques should focus on produc-
ing realistic images, not feature space descrip-
tions for classification, 3D model building, or
other traditional computer vision goals.

The major challenge of this formulation is to
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create ways of combining a set of images, ob-
tained from a fixed set of viewpoints, so that a
user can interactively survey the real environ-
ment by controlling a virtual camera. To create
a compelling sense of visual presence, the fol-
lowing user capabilities are key: (1) can interac-
tively change viewpoint with respect to the 3D
environment, (2) can render the environment
photorealistically at high resolution, frame rate
and quantization rate, and (3) can effect virtual
changes in the acquired environment.

Our research activities are directed towards ac-
complishing these three capabilities of interac-
tive virtual camera control, photorealistic ren-
dering, and virtual scene modification opera-
tions. This report summarizes current activ-
ities related to these issues, emphasizing two
new approaches to view synthesis. The first
is called view morphing and treats primar-
ily the two-input-view case. That is, given a
pair of images of a static 3D scene, interpolate
in-between views. The second approach treats
the general case of synthesizing views over a
wide range given an arbitrary number of input
views, widely distributed around the environ-
ment. This voxel coloring approach recon-
structs a photometrically-consistent volumetric
representation of the scene, which is then used
to render new views. The construction of this
representation also allows the user to interac-
tively modify the scene through image editing
operations, and this capability, called plenop-
tic image editing (joint work with the Univer-
sity of Rochester), is also briefly summarized.



Figure 1: View morphing in three steps. Two original images (bottom left and right) of a bus are
first prewarped (top left and right) to make the cameras parallel, and then morphed
to create an in-between view (top middle). The desired gaze direction of the morphed
view is established with a postwarp operation (bottom middle).

2 View Synthesis from Two Views

Recently, a number of methods have been de-
veloped by researchers in computer vision and
computer graphics for synthesizing new views
from one or more images. QOur approach,
called view morphing [Seitz and Dyer, 1996a,
Seitz and Dyer, 1996b, Seitz, 1997, Seitz and
Dyer, 1997c], builds on existing image morph-
ing methods for creating compelling image se-
quences that smoothly transform one image into
another. The method synthesizes images corre-
sponding to new viewpoints by performing sim-
ple image warping operations. This work ex-
tends to perspective projection our earlier re-
sults [Seitz and Dyer, 1995].

The fundamental research questions associated
with this area are, when and how can physically-
correct new perspective views of a 3D scene be
predicted from a set of basis views? With re-
spect to the first question we have shown that
when two basis images have the same scene
points visible in each, a constraint we call mono-
tonicity, this is sufficient to uniquely predict the
appearance of the scene for all in-between view-
points on the line segment connecting the input
cameras’ optical centers. This is true despite
the fact that there may not be sufficient infor-
mation in the pair of images to uniquely recon-
struct the 3D scene. In other words, while any
number of distinct scenes could have produced
the given input images, the monotonicity con-
straint guarantees that each of those scenes will

project to the same set of in-between images.

To answer the “how” question we have devel-
oped extensions to image morphing that cor-
rectly handle 3D projective camera and scene
transformations. View morphing works by pre-
warping two input images, computing an image-
morph (image warp and cross-dissolve) between
the prewarped images, and then postwarping
each in-between image produced by the morph.
The prewarping step corresponds to changing
the orientations of the two input views, but
not the camera positions. The images are
projected onto a common image plane that
is parallel to the line between the two cam-
eras’ optical centers. From this special parallel
camera configuration, we have shown that im-
age morphing (i.e., linear image interpolation)
produces physically-correct perspective views.
These views correspond to positioning a virtual
camera on the line between the original cam-
eras, and orienting the camera parallel to the
prewarped views. The postwarping step warps
the morphed image so as to change the orien-
tation of the virtual camera. This sequence of
steps is illustrated in Figure 1.

The major contributions to view synthesis that
are achieved by view morphing include:

e Ability to synthesize image sequences cor-
responding to linear camera motion be-
tween two basis images’ known or unknown
camera positions (with the orientation of



the camera along that path specifiable by
the user)

e Can compute smooth transitions between
any two images, regardless of source or con-
tent, producing simultaneous transitions in
viewpoint, shape and color; consequently,
the approach can perform both rigid and
non-rigid transformations, and use a vari-
ety of types of input from photographs to
drawings

e Does not require knowledge of 3D shape
nor does it need calibrated cameras

e When a generic visibility assumption holds,
which we call monotonicity, view morphing
guarantees a unique, physically-correct so-
lution for all viewpoints on the line between
the optical centers of two input cameras

e When visibility changes occur between ba-
sis views, the monotonicity assumption is
violated, but image quality degrades only
locally and can be minimized by using dif-
ferent feature correspondences

e When a stronger version of monotonicity
holds for a set of basis views, new views can
be synthesized for all viewpoints within the
convex hull of the input cameras’ optical
centers

¢ Efficient implementation of the algorithm is
possible because many steps are 1D scan-
line operations

2.1 Evaluation Plan

Research results related to view morphing will
be demonstrated and evaluated by both theoret-
ical analysis and experimental testing of proto-
type systems. With respect to theoretical prop-
erties of interest, view morphing is currently
limited in that it cannot directly cope with sig-
nificant changes in visibility, is difficult to use
for synthesizing a large range of views of a scene
from many basis images, and can require solv-
ing the correspondence problem for views that
are far apart. These issues will be investigated
further. In addition, we intend to continue the

development of our view morphing system im-
plementation in order to decrease the process-
ing time, require less user interaction, and im-
prove the realism of the synthesized views. Ex-
perimental evaluation using VSAM-related data
sets will be performed.

3 View Synthesis from Many Views

To synthesize new views from arbitrary camera
viewpoints given a set of basis images is a diffi-
cult unsolved problem. One important require-
ment is the ability to integrate information from
images containing significant differences in the
parts of the scene that are visible. Second, since
the desired results are photorealistic new views,
methods must be “dense” so as to render images
containing accurate texture and color informa-
tion at every pixel, not a sparse set of feature de-
scriptions. A third requirement is scalability—
the capability for combining an arbitrary num-
ber of basis views, with corresponding improve-
ments in the quality of the synthesized views.

With these requirements in mind, we are de-
veloping a new approach, called voxel color-
ing [Seitz and Dyer, 1997a, Seitz and Dyer,
1997b], that reconstructs the “color” (radiance)
at points in an unknown scene. In our initial
study we assume a static scene containing Lam-
bertian surfaces under fixed illumination so the
radiance from a scene point can be described
simply by a scalar value, which we call color.

Coping with images with large changes in visi-
bility means we must solve a difficult correspon-
dence problem between images that are very
different in appearance. Rather than use tradi-
tional approaches such as stereo, we use a scene-
based approach. That is, we discretize 3D scene
space into a set of voxels that are traversed and
colored in a special order. The advantage of this
is that simple voxel projection determines corre-
sponding image pixels. The main disadvantage
is that this requires precise camera calibration
to achieve the necessary accuracy.

We have shown that certain voxels have an in-
variant color, constant across all possible in-
terpretations of the scene that are consistent
with the basis images. This leads to a volu-
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Figure 2: Reconstruction of a dinosaur toy. (a) One of 21 original images taken from slightly above
the toy while it was rotated 360°. (b-c) Two views rendered from the reconstruction.

metric voxel coloring algorithm that labels the
color-invariant scene voxels based on their pro-
jected correlation with the input images. Cor-
relation consistency will work only if we can
determine when a voxel in fact corresponds to
the projected pixel in an image, or whether the
pixel corresponds to a different (closer) scene
point, which occludes the current voxel. To
solve this visibility problem, we introduce a geo-
metric constraint on the input camera positions
that enables a single visibility ordering of the
voxels to hold for every input viewpoint. This is
a relatively weak constraint in that it allows sig-
nificant freedom in the placement of the input
cameras, but it enables the visibility problem
to be solved by simply traversing and labeling
the voxels in increasing distance from the input
cameras. Furthermore, the method is indepen-
dent of scene complexity.

Putting this all together, the voxel coloring al-
gorithm works as follows. The scene is initial-
ized to a volume of voxels. These voxels are
traversed layer-by-layer, where a layer contains
all voxels that are equidistant from the cameras’
convex hull. The layer closest to the cameras is
visited first, and so on until the layer of voxels
that is farthest from the cameras is considered.
A voxel is processed by projecting it into each
basis image and determining how well its corre-
sponding image pixels’ colors are correlated. If
the correlation is above a threshold, the voxel
is added to the reconstructed shape and labeled

with the color of its pixels.

The final result is a dense, volumetric recon-
struction, with associated color information, of
scene surface points that is guaranteed to be
consistent with all the basis images, regardless
of visibility changes and scene concavities. Us-
ing this reconstruction, the scene can be ren-
dered from any view by projecting the voxels in
the desired direction. Figure 2 shows two views
rendered using the reconstruction produced by
a set of 21 input images.

The major contributions to view synthesis that
are achieved by voxel coloring include:

e Reconstructs a dense description of scene
surface points and associated color (radi-
ance) values, which can be used for render-
ing arbitrary new views

e Uses color invariance to ensure that all vox-
els reconstructed are consistent with all of
the basis images

e Allows input views containing large visibil-
ity differences by operating in scene (voxel)
space and using a weak camera position
constraint

e Permits widely separated input camera po-
sitions

e Scales up directly to an arbitrary number
of basis views, with processing time linear
in the number of input images



The reconstruction produced by voxel coloring
can also be used for virtually modifying the re-
constructed scene by image editing operations
such as image painting, scissoring, and mor-
phing. We call this plenoptic image edit-
ing [Seitz and Kutulakos, 1997] because the
user can edit any one image and those changes
are propagated automatically, in a physically-
consistent way, to all other images as if the 3D
environment had itself been modified. This al-
lows a user to visualize how edits to an object
via one image will affect the object’s appearance
from other viewpoints. The key component in
realizing these operations is the reconstruction
produced by voxel coloring. While preliminary
results are encouraging, there are many open
research problems that need to be addressed to
make this approach more effective.

3.1 Evaluation Plan

Research results related to voxel coloring will be
demonstrated and evaluated by both theoretical
analysis and experimental testing of prototype
systems. Improved methods are needed for han-
dling large numbers of images, for example from
a video stream, which are uncalibrated. Exten-
sions are also needed to handle non-Lambertian
scenes and dynamic scenes. The plenoptic im-
age editing framework needs to be explored fur-
ther to determine the types of scene modifica-
tion operations that would be useful for VSAM
applications. We plan to continue developing
our system implementation so that the pho-
torealistic quality, processing speed, scalabil-
ity to large numbers of basis views, and large
range of feasible output views are experimen-
tally demonstrable. Also, can the method pro-
duce smooth and natural scene visualizations
corresponding to a moving camera? Synthe-
sized view quality assessment will be performed
if data sets with ground truth are available.
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