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Abstract

Biometrics is increasingly important in security applica-
tions. Iris recognition provides the greatest accuracy
among known biometrics. The accuracy of iris recognition
is, for example, much greater than face recognition and fin-
gerprint recognition. However, it is not trivial to capture
iris images in practice, and usually the users need to ad-
just their eye positions for iris image acquisition (e.g., the
classical Daugman’s and Wildes’ systems). This paper de-
scribes a new system to capture iris images automatically
without user interaction. It works at a distance of over 1
meter to the users. Experimental results demonstrate the
performance of the system.

1 Introduction

A wide variety of systems require reliable personal identi-
fication or verification. Biometric technology overcomes
many of the disadvantages of conventional identification
and verification techniques such as keys, ID cards and pass-
words. Biometrics refers to the automatic recognition of
individuals based on their physiological and/or behavioral
characteristics [5]. There are many features to use as bio-
metric cues, such as face, fingerprint, hand geometry, hand-
writing, iris, retinal, vein, and voice. Among all these fea-
tures, iris recognition gives the highest accuracy [7]. The
complex iris texture carries very distinctive information.
Even the irises of identical twins are different [2] [5].

However, it is difficult to capture iris images in prac-
tice. Classical iris recognition systems, e.g., Daugman’s and
Wildes’, need the users to adjust their eye positions in or-
der to capture their irises [11]. Furthermore, the classical
systems require users to be close to the capturing appara-
tus [1] [12] [6]. Hence, to design an iris capturing system
which works without user interaction is of great importance
in practice. This is the motivation of our work.

In this paper, we present a system for capturing iris im-
ages automatically without user interaction from a distance
of 1.2 meters to 2.1 meters. The paper is organized as fol-
lows. In Section 2, the system hardware is described. Then
the system software is described in Section 3. The experi-
mental setting and results are provided in Section 4. Finally,
some discussions and conclusion are given.

2 System Hardware

The system has two cameras, one is a video camera with
wide field of view (WFOV) and the other is a high resolu-
tion digital still camera with narrow field of view (NFOV).
The video camera captures any change in the view, e.g., a
face appears, while the high resolution digital still camera
is used to acquire the iris images. In order to move the two-
camera system so that the eye regions are aligned to the
NFOV still camera, a pan-tilt-unit (PTU) is used.

2.1 Camera Selection

The camera with WFOV captures any change in the view-
ing field, e.g., whether there is a face or not, and more im-
portantly provides temporal information, e.g., whether and
when an eye region is ready for iris capturing by another
camera. For these purposes, a video camera must be used
for the WFOV camera. On the other hand, there is no need
to use temporal or motion information in iris recognition [1]
[2] [11] [6]. The traditional approaches first capture a short
video sequence of iris and then choose one frame with the
best quality [2] [6] [8]. Since temporal information is not
necessary and since current video cameras do not capture
very high resolution images, we have chosen a high resolu-
tion digital still camera for the NFOV camera.



Figure 1: The two camera system setup.
���

is the video
camera with WFOV, while

���
is the high resolution digi-

tal still camera with NFOV. Two cameras are fixed and can
move together by a PTU.

2.2 Configuration

The system setup is illustrated in Figure 1 with the follow-
ing properties:� The two cameras are close together with approxi-

mately parallel optical axes. This setting guarantees
a face appears as a frontal view in both cameras.� The two cameras are rigidly attached, and the spa-
tial relation between two camera image planes is pre-
calibrated.� The two cameras are mounted on a pan-tilt-unit (PTU).
In order to move the cameras so that the eye regions
are viewed by the high resolution still camera, a PTU
is used to support the cameras. Pan and tilt commands
are issued when the eye regions are out of the field of
view of the high resolution still camera.

3 System Software

In the previous section, we described the hardware setup
and the basic operation for the iris capturing system. Now,
we will explain the algorithms needed to run the system.
The system block diagram is shown in Figure 2, and each
block will be described specifically.

The basic operation of the system is to continuously look
for a face in the WFOV video image until one is found.
Then some facial feature points are located and a tightly
cropped bounding box around the eyes is computed. This
eye region is mapped into the image plane of the NFOV

still camera. If the eye region is well centered in the NFOV
still camera then a photo of the eyes is captured. If the eye
region is not well centered then the PTU is used to pan and
tilt both cameras so that the eye region becomes closer to
the center of the still camera’s image plane. The detection
of faces and features and subsequent panning and tilting of
the cameras is iterated until the eye region is well centered
in the still camera’s image plane.

We describe the components of this software system in
more detail below.
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Figure 2: The system block diagram. The input is the video
images and the output is the captured high resolution iris
image. See text for details.

3.1 Face Detection

To capture the iris, the system first has to know whether
there is a person in the scene. The video camera is used for
this purpose. For each video image frame, a face detector
is called to find faces. We use the face detector described
in [10] which is based on a cascade of classifiers that use
simple Haar-like features originally selected using the Ad-
aBoost learning algorithm [3]. The advantage of this face
detector is its speed and robustness.

3.2 Facial Feature Detection

After a face is detected in the video image frame, some fa-
cial features are also detected within the face box. We use
the same Viola-Jones style detectors for detecting 9 facial
feature points: left and right outside eye corners, left and
right eye centers, left and right nose corners, nose tip, cen-
ter of upper lip, and the bridge of the nose. See Figure 3 or
6 for the nine detected features (each displayed with a white
square).



The training examples for each of the facial feature de-
tectors are simply rectangular regions around each feature
where each feature location has been precisely specified by
hand. The only difference between the feature detectors and
the face detector is the examples each was trained on.

The detected facial features have two purposes in the iris
capturing system: one is to estimate the depth of the face to
the video camera, and the other is to compute the bounding
box of the eye region.

3.3 Depth of Face to Camera

After a face is detected in the video frame, the system needs
to know the depth of the face to the camera. This is so that
the eye region can be mapped into the image plane of the
still camera to decide whether to snap a photo or control
the pan-tilt unit. Traditionally, a laser range finder or stereo
techniques (using two or more cameras) can be used to ob-
tain the depth of an object to the camera. This adds further
cost and complexity to the system.

Here we present a technique that only uses the video
camera to compute the depth. We use the facial features
directly to estimate the face depth to the camera. This tech-
nique is based on the geometric optics of a pin-hole camera
model: the image of an object is bigger if the object is closer
to the camera, and vice versa. Using this property, a map-
ping from facial feature distances to depth values is learned.

3.3.1 Independent Linear Regression

Assume we collect a data set of � faces at four different
depths from the video camera. For each face we compute�

facial feature distance measures. Let �
	�� � , ������� �
,��������� be the Euclidean distance between the �
��� pair

of feature points for face � at depth index � . � � is the depth
for discrete depth index � , �������� . We will use linear
regression to map each feature distance, �!	�� � to the depth
from the video camera :
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Hence, there is a different linear mapping from feature
distance to camera depth for each different pair of features.
It is straightforward to solve Equation. (1) using the singu-
lar value decomposition (SVD) technique.

Since each feature is processed independently, we call
this method independent linear regression (ILR). To get a
single depth estimate, all of the depth estimates are aver-
aged. Thus, from a set of feature distances, AB�
CED the corre-
sponding linear mappings for each feature distance are used
to get a set of estimated depths, AGF C D :" C # �HC &I( C * F0CKJMLONPA,�HJ #Q#R# J%S$D (4)

TF * �S
UV
C?W � F C (5)

where S is the real number of feature distance measures
for a test face with SX� �

. When some features are not
detected, SZY � .

This results in a more robust estimate than using only
the distance for a single pair of features. It also has the ad-
vantage of easily handling missing feature points. When
a feature is not detected, the linear mapping for that dis-
tance is simply not used, and the depth estimates from all
the other distance measures are averaged to yield a robust
depth measure.

Using the ILR method, the procedure of depth estimation
in both the learning and running phases are given below.

3.3.2 Learning Phase� Divide facial features into groups. In our case, nine fa-
cial feature points are detected in each face image. Be-
cause the image distance measure is sensitive to close



feature points, the nine points are partitioned into 4
groups in order to get a robust estimate. See Figure
3 for an illustration.� Compute the pairwise Euclidean distances from a
point in one group to all points in other groups.� Concatenate distance measures into a feature vector. In
our case, 28 distance measures are computed given this
4-group-division of nine facial features. The resulting
feature vector is of dimension 28.� Repeat above processes for various faces captured by
the video camera at various depths to the cameras.� Compute regression coefficients " � and ( � using the
ILR method.

Figure 3: Facial features (9 white squares) detected within
the face box. They are divided into 4 groups for pairwise
feature distance measure. Note a small box near the col-
lar is detected as a face, but no features are detected inside,
which shows that feature detection is also useful for correct-
ing false positive face detections.

3.3.3 Running Phase

For a new face in running stage, the system first detects face
and facial features. Then the pairwise distance measures are
computed with the same 4 group division as in the learning
stage. The regression coefficients " � and ( � are used to es-
timate the depth of face to the camera using equations (4)
and (5). In practice, it is possible to obtain fewer than 28
distance measures (e.g., missing data problem), but the ILR
algorithm can easily deal with this.

3.4 Calibration

The goal of calibration is to enable the eye positions de-
tected in the video image to be mapped to estimated eye
positions in the still image. One way to achieve this would
be to do a full Euclidean stereo calibration of the video cam-
era and still camera. Given full calibration and an estimate
of the depth of the face from the video camera (see Sec-
tion 3.3), it is straightforward to find the face position in
the still camera. But the still camera is autofocus, and a
full Euclidean calibration would be arduous[13]. We adopt
a simpler partial calibration that is completely adequate for
our goal.

First note that if the face is at a known depth � from
the cameras, then the calibration is simple. A homography
is computed for a fronto-parallel plane at depth � from the
cameras. A plane is an approximate model for the face,
so the homography describes approximately the mapping
of features on the face between the two cameras. Assuming
that the face has a known depth is acceptable for some types
of situation, for example when a user is instructed to stand
at a line on the floor at an access point (this constrained
situation is still more flexible than systems that require the
user’s head to be in a specific position).

Now consider the case when the face lies within some
range of depths. The range is quantized, and a separate ho-
mography is computed for a fronto-parallel plane at each
depth � � J%� � +[+\+ � 9 . At run-time, the distance � to the face is
estimated, and the homography associated with the distance� 	 that is closest to � could be used to provide the mapping
of face features between the cameras. Alternatively, we can
interpolate the calibrated homographies to find a mapping
for facial features at depth � , as described in Section 3.5.

For computing the homography, we use a calibration
plane with the pattern shown in Figure 4 The video cam-
era captures the full pattern, and feature points are found
automatically for the large squares. The still camera has
a narrower field of view and captures just the central three-
by-three grid of small squares, and features points are found
automatically for these squares. Knowing these image fea-
ture points and the Euclidean coordinates of the full pat-
tern, it is straightforward to find homography ]�^`_ between
the video image and the pattern, and homography ]�a _ be-
tween the still image and the pattern, and hence homog-
raphy ] ^ a * ]cb �a _ ] ^`_ between the video image and the
still image [4]. ] ^ a is a 3 d 3 matrix that describes the map-
ping of a homogeneous feature point egf in the video image
to a point eih in the still image by

e h * ] ^ ajekf (6)

As described above, the process is repeated for a set of
depths of the calibration pattern from the cameras, to give a
set of homographies ] ^ a � J%] ^ a � J%] ^ a 9 .



Figure 4: Calibration pattern used for computing the ho-
mography between two image planes. The wide-FOV video
camera captures the entire pattern, while the narrow-FOV
still camera captures the central three-by-three grid of small
squares.

3.5 Cross Ratio, Projective Invariance

Assume at run-time that the face is at depth � from the cam-
eras. This section describes a simple technique to interpo-
late between the homographies ]�^ a 	 at depths � 	 to de-
termine a mapping between the video and still cameras for
features at depth � .

The cross ratio of four numbers is invariant under a gen-
eral homography [9]. For a line

- � shown in Figure 5,
the cross ratio is defined as lnm *pogqqsrut ogvv`r , which equalsogw[qswq w r w t ogw[v`wv w r w .

How do we use the cross ratio in our two camera system?
In Figure 5,

�'�
and

�x�
are two camera centers. Let y � be

the video image plane, and y � be the high resolution still
camera image plane. For any image pixel in y � , there is
a viewing line, e.g.,

� � -
. If the homography from y � toy � at depth

-
is known, we can map the real 3D point at-

to
-1z

in image plane y � . Similarly, the 3D points at
�

and � can be mapped to
� z

and � z , respectively, assuming
the homographies at depths

�
and � are known. Suppose

the homography at { is unknown. Using the technique in
Section 3.3, the depth of { can be estimated. Thus the cross
ratio lnm of

- J{�J � and � in line
- � can be computed.

Then the cross ratio lnm is used for line
-|z � z based on the

invariant property.
Actually, the coordinates of { z , ( ei} , ~:} ), in y � can be

obtained by equations,

e } * l/m # ei� # ek� &3� �$7�lnm�� # ek� # ei�'7�ek� # ei�ek��7 � �$7�l/mG� # ek��7clnm # ek� (7)
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where ( e � , ~ � ), ( e � , ~ � ), ( e � , ~ � ) are the coordinates of
-1z

,

� z
, and � z in image plane y � , and they are computed us-

ing the pre-calibrated homographies at known depths
-

,
�

,
and � . Although we actually have 4 precomputed homo-
graphies at known depths, we only use 3 of these with the
cross ratio.

In this way, any point in image plane y � can be mapped
to y � at any depth to the cameras.
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Figure 5: Cross ratio computation in the two camera system
setup. See text for details.

3.6 Eye Region via Facial Feature Points

To capture the high resolution iris images, the system first
needs to know where the eye region is. The facial features
can be used to determine the eye region. As shown in Figure
6, a simple strategy is to use 2 eye corners to determine the
eye region. Assume the distance between two eye corners
is � � , let � * � +��H� d�� � and ] *�2j+�� d�� , where � and] are the width and height of the eye region, then we have

. C * . � 7 �� � d�� �.���* . � & �� � d�� �� C * � � 7 ��B� d�� �� � * � � & ��B� d�� �
where � . � J � � � and � . � J � � � are the image coordinates of
the left and right eye corners, and � . C J � C � and � .�� J � � � are
the coordinates of the upper-left and bottom-right corners
of the eye region rectangle.

The eye region in the video image plane y � can be
mapped to the high resolution image plane y � using the
technique presented in Section 3.3 to 3.5.



Figure 6: Facial features detected determine the eye region
in the video image. The outer box is the face detection re-
sult, while the inner rectangle is the computed eye region in
the face image. � � is the Euclidean distance between two
eye corners.

3.7 Pan-Tilt Unit Control and Eye Capture

The eye region is normally contained in the video images,
but usually not in the view of the high resolution still cam-
era, because of the variations of the users’ heights and
standing positions to the left or right. The high resolution
still camera ought to move so as to view each person’s eyes
in any case.

The eye region in the video image is mapped to the high
resolution image. If the region is contained in the high reso-
lution image plane and the center of the mapped eye region
is close to the image center, the high resolution still cam-
era immediately captures an image that includes the eyes.
Otherwise, the system pans and tilts the cameras iteratively
for each video frame until the eye region is approximately
centered in the high resolution still camera.

4 Experiments

For the video camera, we use a Sony DCR-PC105. For the
high resolution digital still camera, we use a Canon Digital
Rebel which has a resolution of

� 2,�H� d �H2  ,� (6 megapix-
els). To capture the iris images at a distance, a telephoto
lens EF70-200mm is added to the camera. The minimum
shooting distance for the telephoto lens is 1.2 meters, thus
the iris images are captured at least 1.2 meters away.

To estimate the linear mapping from feature distances to
camera depth described in section 3.3.2, 10 persons were
asked to stand at four different distances: 1.2, 1.5, 1.8, and
2.1 meters from the cameras. Then the video camera cap-

tured image frames of faces. We captured a total of 40 face
images - 4 images per person. Face detection and facial fea-
ture detection are executed for these face images. The ILR
algorithm was then used to learn the linear mappings for
depth.

To compute the homographies at four different depths
from the cameras, we fixed the calibration pattern at the
same four depths: 1.2, 1.5, 1.8, and 2.1 meters. The method
described in Section 3.4 was then used to compute the ho-
mographies.

To determine the eye region for each face, 5 images are
randomly chosen from the 40 images used for depth learn-
ing, and the relation of the eye region size and the distance
between two eye corners is examined in the 5 images. We
found the approximation shown in Section 3.6 works well
in practice.

We tested the system on a number of people and found
that the person’s eye region is typically captured within 2 to
5 seconds. It is possible to improve the control strategy of
the pan-tilt unit to make it much faster.

The system works well in automatically capturing high
resolution images of both irises. Two examples are shown
in Figs. 7 and 8. In both figures, the full high resolution im-
age automatically captured is shown, along with a zoomed
image of the right eye which better shows the level of detail
captured in the high resolution image. The texture in the iris
regions is clear visually. All irises have at least 200 pixels
in diameter, which is enough resolution for iris recognition
[2].

Furthermore, we capture both eyes with the benefit of the
high resolution still camera. Two eyes can provide contex-
tual information for each other in recognition. For example,
it is not necessary to try to match a large number of pos-
sible in-plane rotations as many current approaches do [6].
Since we capture both irises and can estimate the center of
each iris, we can compute the in-plane rotation and derotate
the image to zero degrees. Note that it is impossible to cap-
ture both eyes using traditional video cameras because of
the lack of resolution.

5 Discussion

Almost all previous systems use video cameras to capture
the iris images. In our system, the high resolution still cam-
era is used instead. The advantages are 1) both eyes can
be captured simultaneously without sacrificing resolution.
Two eyes may provide contextual information for each other
in iris recognition; 2) only one image is captured in focus.
Previous systems usually use a video camera to capture a
short video sequence and then choose one frame for recog-
nition [2] [6].

A comparison between our iris capturing system (re-
ferred to as the MERL system in the table) and some rep-



Table 1: A comparison of our system (MERL system) with previous iris capturing systems. They are compared by capturing
distance from the eye to camera, the camera type for iris capturing, number of cameras used in the whole system, requiring
user interaction or not, and the number of eyes can be captured simultaneously.

Systems Cap. Dis. Iris Cam. #Cams. User Inter. #eyes

Daugman’s [1] 15-46 cm Video 1 Yes 1
Wildes’ [12] 20 cm Video 1 Yes 1
Sensar [8] 38-76 cm Video 3 No 1
Tan’s [6] 4 cm Video 1 Yes 1

Panasonic BM-ET 300 30-40 cm Video 1 Yes 1
Panasonic BM-ET 500 30-60 cm Video 1 No 1

MERL System 120-180 cm High-res Dig. 2 No 2

resentative systems is given in Table 1. From the table, one
can see that all previous systems need the user to be close
to the camera, but our system can operate from � �H2 ln� to�Q� 2 ln� . In Sensar’s system [8], three cameras are used, two
for stereo computation, and the third for iris capturing. They
need special hardware for stereo computation, which is not
needed in our system. Furthermore, only our system can
capture both eyes which provide contextual information for
each eye in iris recognition. The performance of the Pana-
sonic iris systems are obtained from their product manuals.

In the current system, we have not used near-infrared il-
lumination which is useful for capturing black eyes, but that
is not difficult to add to the system. Our main goal here is
to capture the eyes automatically.

6 Conclusion

We have developed a system for automatic iris capture with-
out user interaction. The system works at a distance of over
one meter to the user and is very robust. Only 2D image
data is used without involving complex 3D computation.
Our work takes a step towards more practical use of the iris
as a biometric.
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Figure 7: An example of the captured high resolution eye regions. The image is of size
� 2
��� d ��2  ,� . The right eye is shown

for visual inspection. For a better view, please look at the image in the electronic file instead of the printed one.

Figure 8: Another example of the captured high resolution eye regions.
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