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Chapter 1

I ntroduction

1.1. Motivation for this Dissertation

Low-cost microprocessors have led to the construction of small- to medium-scale shared memory multipro-
cessors with a shared bus interconnect. Such multiprocessors, which have been referred to as multis by Bell [13],
are popular for two reasons: i) the shared bus interconnect is easy to implement and ii) the shared bus interconnect
allows an easy solution to the cache coherence problem [29]. Currently, many major computer manufacturers have

commercia products that use the multi paradigm.

A typical shared bus, shared memory multiprocessor (hereafter called amulti in this thesis) is shown in Figure
1. The multi consists of several processors (typically microprocessors) connected together to a memory system.
The memory system includes the private caches of each processor, the shared bus interconnect, and the main
memory. The overall performance of such a multi is heavily influenced by the design of the memory system. Start-

ing with processors at a particular performance level, the multi designer must provide an adequate-performance
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Figure1.1: A Shared BusMultiprocessor (Multi)



memory system in order to design a multi with a desired performance level,

To explore the design space of the memory system of a multiprocessor, a suitable methodology needs to be
developed to evaluate its performance. A favorite tool of a computer architect is trace-driven simulation using
traces generated by the actual execution of sample benchmark programs. Unfortunately, trace-driven simulation
may be too time consuming to be practical for evaluating the performance of a memory system. Sometimes the
results of simulation may not even be accurate when parallel traces are used (details explained in the following sec-
tions). Therefore the first step in this dissertation is to find a more suitable methodology that is both practical and
accurate. During the course this study, however, it became clear that the best methodology depends heavily on the
intended use, and thus the operating environment of the multiprocessor. Two major operating environments -

throughput-oriented and speedup-oriented, are considered in thisthesis.
1.2. Operating Environment of Multiprocessors

1.2.1. Throughput-Oriented Environment

In athroughput-oriented environment each processor is executing an independent task, and each independent
task is being executed only on one processor. The performance of the system is measured by the overall throughput
of the multiprocessor! Therefore the use and the design goal of a multiprocessor operating in a throughput-oriented
environment are the same as that of a traditional uniprocessor system, i.e., maximize the throughput of the multipro-

cessor. The motivation for the multiprocessor isits cost-effectiveness relative to a uniprocessor system.

One major problem faced with designing a throughput-oriented multiprocessor instead of a uniprocessor isthe
much larger design space to be considered in the multiprocessor. Therefore the first step of study in this environ-
ment isto find a performance evaluation method that is both accurate and time-efficient so that the design space can
be more extensively investigated. Trace-driven simulation is certainly an accurate method (if traces used are
representative), but simulation is so time consuming that it is not practical for evaluating the whole design space. In
this thesis mean value analysis (MVA) analytical models that fulfill the above two requirements are developed and

used for the purpose.

Another important performance metric in a throughput-oriented environment is the response time of the multiprocessor.
Since minimizing the response time and maximizing the overall throughput can not be pursued at the same time, in this disserta-
tion it is assumeed that the goal of a multiprocessor operating in the throughput-oriented environment is to maximize the overall
system throughput.



However, the accuracy of an analytical model is always a subject of debate unless the accuracy of the model
has been established. In this thesis the MVA models are validated by comparing their results with the results of
trace-driven simulation. The validated models are then used to explore extensively the design space of a multipro-

Cessor.

1.2.2. Speedup-Oriented Environment

The motivation for using a multiprocessor operating in a speedup-oriented environment is to take advantage
of parallel processing. Parallel processing has long been recognized as an effective way to deliver much higher per-
formance than uniprocessing, and is usually achieved by running parallel programs on a multiprocessor. Since the
interaction between parallel programs and multiprocessors is quite different from that between serial programs and
uniprocessor systems, much conventional wisdom in designing uniprocessors may no longer be applicable to mul-
tiprocessors. Therefore to find a proper design of multiprocessors requires new study specific to multiprocessors,

starting from the fundamental properties of parallel programs and their relationship with multiprocessors.

When a multiprocessor is used to run paralel programs, the most important performance metric is the
speedup, or the ratio of the execution times between the serial and the parallel solutions of a problem. The major
goa of designing a multiprocessor is to achieve the maximum possible speedup for the multiprocessor. Idedly the
more processors we use, the higher speedup we can achieve, as long as there is sufficient parallelism in the pro-
grams. But the inherent parallelism available in a problem is often not fully utilized by multiprocessors. Therefore
the first objective of my study in speedup-oriented environment is to find out how different hardware and software

factors limit the potential speedup of parallel programs, and how they impact the memory system.

The execution characteristics of some programs will be examined by using different paralelizing strategies
running under different multiprocessor configurations. With the detailed knowledge of the program behavior, the
next stage of my research isto suggest different ways to improve the memory system performance of a multiproces-

sor. The magnitude of improvement is also evaluated in the thesis.

1.3. PreviousWork

Since numerous research issues are associated with the design of multiprocessors, previous works on the topic
have been very diverse. Asthese earlier works, this dissertation can only concentrate on certain aspects of multipro-

cessor designs. Therefore those works relevant to this dissertation will be described only in the chapters themselves.



1.4. Organization of the Dissertation

Since the methodologies used for the two operating environments of multiprocessors are quite different from
each other, the content of this thesis is conveniently divided into two parts. The first part studies a throughput-
oriented environment, and includes Chapter 2, 3, and 4. Chapter 2 describes the memory system model and
discusses some of the design choices that are considered for evaluation. Chapter 3 introduces the methodology for
performance study. At the heart of the methodology are the mean value analysis (MVA) analytical models. The
detail of how the models are developed and validated are given. Chapter 4 presents the results of evauation for

some key design choices in the memory system.

The second part of this thesis deals with the speedup-oriented environment. Chapter 5 describes the design
issues and the methodology for performance evaluation in this environment. One important point in the methodol-
ogy isthat performance statistics need to be extracted separately for the different computational phases of a running
parallel program. Chapter 6 gives a qualitative analysis of the characteristics in different computational phases of a
paralel program. Chapter 7 introduces another important part of the evaluation methodology - execution driven
simulation. The multiprocessor simulator, parallel benchmarks, and simulation conditions are described in detail.
Chapter 8 and Chapter 9 present the simulation results, separately for each computational phase. One major finding
isthat synchronization can become a performance bottleneck even before the bandwidth of the shared bus. Chapter
10 evaluates the performance of several hardware and software synchronization alternatives, including a new syn-
chronization method that uses a lock table Finally Chapter 11 presents the conclusions of this thesis study, and

gives suggestions for future work.

1.5. Research Contributions

The major contribution of this dissertation research is that new methodol ogies have been taken to evaluate the
system performance in both operating environments of multiprocessors. In the throughput-oriented environment the
Customized Mean Vaue Anaysis (CMVA) models for the memory system of bus-based multiprocessors are
developed and the accuracy of the models thoroughly validated by actual trace-driven simulations. The extremely

time-efficient models make it possible to explore more extensively the design space of a bus-based multiprocessor.

For the speedup-oriented environment a multiprocessor simulator that takes into account actual timings of
system components has been developed to conduct execution-driven simulation. The multiprocessor simulation

gives many useful insights to the execution of parallel programs. The detailed and accurate statistics obtained with



execution-driven simulation can not be obtained with trace-driven simulation, the best method used in previous
research. With this powerful multiprocessor simulator the performance of several synchronization alternatives to
the basic test& set or test& test& set are also evaluated. Among those synchronization methods considered, the lock
table method, which isfirst proposed in this thesis, has been found to perform exceedingly well. With its generality
and scalahility the lock table method may become an important synchronization mechanism in future multiproces-

SOr's.



Chapter 2
Throughput Oriented Environment

2.1. Memory System Model

The memory system of atypical multi consists of three main components: i) the private caches of each pro-
cessor (which may be multi-level), ii) the shared bus interconnect and iii) the shared main memory. In a
throughput-oriented environment, the overall throughput of the multiprocessor is simply the sum of the throughput

of theindividual processors. The throughput of each processor Tis:

T 1 21
T+ M T 1)
where
° IT isthe average instruction execution time, assuming all memory accesses take no time.

° M.« isthe average number of memory references generated by an instruction.
° TP isthe average memory access time (or latency) seen by a processor.

The interaction between the processors themselves, and the memory system is reflected through TF,. Maxim-

izing the throughput therefore implies minimizing TF,. TF, can be further developed as:

TP =TR+MxT§ (2.2
where

e TR isthe cache accesstime.

° M isthe cache missratio.

° TS, isthe average time taken to service a cache miss!

Equation (2.2) is applicable in general to any processing system (uniprocessor or multiprocessor) with a cache
and a memory. However, the components of the equation are variable and depend upon the parameters of the

memory system. For example, TR is afunction only of the cache organization. Likewise, M is also a function only

T % is also the effective cache miss latency seen by a processor, i.e., only one outstanding memory request is allowed for
each processor, and for the duration of the memory access the processor is blocked from executing any instruction. Thisistruein
shared bus multiprocessors that use microprocessors as their CPUs. Most microprocessors alow only a single outstanding
memory request.



of the cache organization and is not dependent on the other parameters of the memory system. However, TS, can be
a function of several parameters of the memory system, such as the characteristics of the shared bus and the main

memory.

A major difference between the design of a memory system for a uniprocessor and a multiprocessor operating
in a throughput-oriented environment is in the impact of TS. In a uniprocessor, TS, can be approximated as
TS = a + BB, where B is the cache block size and o and B are constants that represent the fixed overhead and the

unit transfer cost of transferring a cache block [62].

In amulti, TS, cannot be approximated simply as TS = a + BB . Thisis because TS, includes a queuing delay
that can have a significant overall contribution to TF,. This queuing delay is dependent upon the utilization of the
bus, which in turn is dependent upon several system-wide characteristics such as: i) the traffic on the bus, which is
influenced by the number of processors connected to the bus, and the organizations of their caches, ii) the bus
switching strategy, and iii) the main memory latency. If accurate results are to be obtained for design choices in
shared bus multiprocessor memory systems, all system factors and their complex interdependencies must be taken

into account.

Before proceeding further, let us consider some design choices in the three main components of the memory
system of a multi and see how they might influence one another. A comprehensive evaluation of design choicesis
not possible in this thesis (but can be carried out with the methodology here) and the attention will be focused on

some key design choices for throughput oriented multiprocessors.
2.2. Design Choices

2.2.1. Cache Memory

The key component of the memory system is the cache and most of the issues are concerned with how the
choice of cache parameters influences the design of the other components and vice-versa. Three important cache

parameters are considered: i) the cache size, ii) the cache block size and iii) the cache set associativity.

A large cache is able to lower TP, directly by lowering M? Furthermore, because of lower bus traffic

When amulti is executing parallel programs, M can vary even for a fixed size cache. The value of M depends on the
number of processors on which the parallel program is executing, as a result of a phenomenon called reference spreading [44].
Consequently, a larger cache may not necessarily be able to lower the value of M. However, for a throughput-oriented multi,
there is no reference spreading and alarger cache will result in alower value of M.



(assuming a constant number of processors N), the utilization of the bus and the queuing delay for a bus request is
lowered and consequently T§, is reduced. Alternately, alower per-processor bus utilization allows more processors

to be connected together on the bus, possibly increasing the peak throughput (or processing power) of the multi.

While it is clear that larger caches allow more processors to be connected together in a throughput-oriented
environment by reducing per-processor bus bandwidth demands and improving TF,, the relationship between cache
size and other memory system parameters (such as block size, set associativity, bus switching strategy, bus width

and main memory latency) needs to be investigated and the improvement quantified.

Cache block size is perhaps the most important parameter in the design of each cache. Block size not only
dictates the performance but aso the implementation cost of the cache (smaller block sizes result in a larger tag
memory than larger block sizes). In adetailed study, Smith mentions several architectural factors that influence the
choice of a block size and evaluates them in a uniprocessor environment [62]. Smith’'s main result of interest to us
is that the miss ratio decreases with increasing block size up to a point at which the internal cache interference
increases the miss ratio. However, larger block sizes also cause more traffic on the cache-memory interconnect.
Since this additional traffic uses more bus bandwidth and since the bandwidth of the shared bus is the critical

resource in a multi, Goodman has suggested that small block sizes are preferable for cache memoriesin multis [29].

As Smith points out, minimizing the bus traffic alone is not the correct optimization procedure in multiproces-
sors and neither is a minimization of the missratio, independent of the other parameters of the memory system [62].
This point, which is also apparent from equation (2.2), is central to the performance study of multiprocessors and
cannot be overemphasized. If maximizing multiprocessor system throughput is the goal, the choice of the block size
should not be decoupled from the parameters of the shared bus and the main memory. Furthermore, any evaluation
must consider equation (2.2) in its complete generality and include not only the main memory latency and the bus

transfer time of arequest, but also the queuing delays experienced by the memory request.

Cache set associativity is aso an important design consideration. It is well known that a larger set associa-
tivity reduces M (in most cases) and, if TR and T§, are constant, a larger set associativity is preferable, subject to
implementation constraints [61]. However, as severa researchers have observed, TE is not independent of the
cache set associativity since a large set associativity reguires a more complex implementation and consequently has
ahigher TR. If the decrease in TR by going to alower set associativity is greater than the increase in MxT§,, then a

lower set associativity resultsin alower overall TF,, and consequently a higher processor throughput.



In auniprocessor, TS, is a constant for a given block size and memory configuration. |f M is sufficiently small
(because of alarge cache size, for example), the decrease in TR due to a lower set associativity can easily overcome
an increase in MxTS, [34, 35,56]. In amultiprocessor, however, TS contains a queuing delay, which can be alarge
fraction of TS, if the bus utilization is high. Increasing cache set associativity not only decreases TF, directly by
reducing M, it also reduces T, indirectly by reducing the utilization of the bus and consequently the queuing delay
component of TS. Therefore, the impact of cache set associativity on multiprocessor memory system design is

another important design issue that needs to be investigated.

2.2.2. Shared Bus

The main design issues in the shared bus are the choice of bus width and the bus switching strategy (or proto-
col). Using awider busis an effective way to increase bus bandwidth. Increasing bus bandwidth reduces TS, in two
ways: directly by reducing the bus transfer time of a block, and indirectly by reducing the bus queuing delay due to
the decreased bus tenure of each memory request. However, increasing the bus width may slow down the bus,
because the cycle time of the bus may have to be lengthened to tolerate the larger bus time skew when more bus
lines are used. Choice of bus width also affects the design of other modules. For example, the bandwidth of cache
and main memory should match that of the bus. This implies that the block size of cache and main memory should

be made at |least as large as the bus width.

Bus switching methods fall into two broad categories: i) circuit switched buses and ii) split transaction, pipe-
lined buses (hereafter referred to as STP buses in this thesis)® In a circuit switched bus, the bus is held by the bus
master until the entire transaction is complete. The time that the bus is held by the master (or the bus tenure)
includes the latency of the slave device. Such a switching strategy is used in most existing bus designs. For exam-

ple, the block read and block write transactions in the | EEE Futurebus employ a circuit switched protocol [16].

In an STP bus, the busis not held by the master if the slave device is unable to respond to the request immedi-
ately. The bus is released by the master and is made available to other bus requesters. When the slave device is
ready to respond to a request, it obtains bus mastership and transfers data to the requesting device. An STP bus is

used in the Sequent Balance and Symmetry multiprocessors [11, 25], and is also being considered for the |IEEE

fMore precisely, pipelined buses are only a restricted form of split transaction buses. With a pipelined bus the time
between sending a request through the bus and receiving the corresponding reply from the bus is a constant. But a split transac-
tion bus does not restrict itself to respond in a constant time. In thisthesis an STP busis meant to be a split transaction bus.



Futurebus+.

2.2.3. Main Memory

The final component of the multiprocessor memory system is the main memory and the parameter of impor-
tance is the main memory latency. Many studies choose to ignore this parameter (or assume that it is a constant).
As will be seen in the following study, including main memory latency is crucia since it influences other memory

system design parameters such as the cache block size, especially with acircuit switched bus.
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Chapter 3
Performance Evaluation Methods for a Throughput-Oriented

Environment

3.1. Introduction

For evaluating design choices, the favorite tool of a computer architect is trace-driven simulation using traces
generated by the actual execution of sample benchmark programs (called an actual trace-driven simulation in this
thesis). Unfortunately, trace-driven simulation is expensive, both in execution time and trace storage reguirements.
The storage expense of actua trace-driven simulation can be reduced by parameterized trace driven simulation. In
parametrized simulation, artificial traces are generated on the fly by using random number generators, of which the
parameter values may be derived from the characteristics of the actual program traces. Parameterized simulation is
still computationally expensive and is generally not considered to be as accurate as actual trace-driven simulation.
Finally, one can develop an analytical model. Analytical models generally are much cheaper computationally than

trace-driven simulation and consequently allow the designer to explore a much larger design space.

Multiprocessors with arbitrary interconnection networks have been the subject of several previous studies
[39,45,46,49,51]. Studies of bus-based multiprocessor design issues have used trace-driven simulation [22],
parameterized simulation [8], as well as analytical modeling [69, 70]. For a system as complex as a multi, ideally a
system designer would like to use an accurate analytical model to explore the design space with a minimal compu-

tational regquirement.

Both analytical modeling as well as actual trace-driven simulation will be used in this study. The analytical
models are based on a ‘‘customized’’ mean value analysis technique that has been proposed in [70] and applied in
[36,43,71]. Trace-driven simulation is used to study a few thousand cases and, more importantly, build confidence
in the analytical models. Once the validity of the analytical models has been established, the models will be used to

evaluate the design choices in the next chapter.

3.2. Customized Mean Value Analysis(CMVA)

The CMVA models build on similar models developed to study bus-based multiprocessors [36, 43, 70, 71].
The CMVA method is appealing because it is simple and intuitive. To start we simply follow the path of a cache

miss request and sum up the mean waiting times and processing times along the way to form the equations for the

11



mean cache miss response time.

As mentioned earlier, the operational environment considered here for the multi is a throughput-oriented, gen-
eral multiuser environment where each processor is running a different user program. It is also assumed that the
task characteristics for the tasks executing on each processor are always the same. This type of workload can be
created, for example, by executing a program repeatedly on the same processor (but different processors execute

different programs).

3.2.1. Processor Execution Model

A processor’ s execution history can be viewed as consisting of two alternating phases, an execution phase and
a blocking phase. During the execution phase the processor executes instructions uninterrupted, with all memory
requests satisfied by its local cache. The processor changes to the blocking phase when it makes a blocking bus
request. Two kinds of bus requests are distinguished from each other: blocking and non-blocking ones. A proces-
sor cannot proceed unless its blocking request (read miss or invalidation) is satisfied; it can proceed without waiting
for its non-blocking request (write back of a dirty block) to finish. The relationship between these events is shown

in Figure 3.1.

The throughput of a processor during a time period represented by consecutive execution and blocking phases
is the number of instructions executed during the two phases divided by the duration of the two phases. Since the
processor is blocked during the blocking phase, the throughput can be calculated as the mean number of instructions
executed by the processor during an execution phase, divided by the mean total time of the execution and the block-
ing phases. The mean number of instructions executed in an execution phase, and the mean length of the phase are

derived from the trace-driven simulation of a single processor and its cache since these values are not influenced by

Blocking Request Non-Blocking Request
(Read Miss, Invalidation) Occurs (Write Back) May Occur
Blocking Phase Execution Phasx Blocking Pha& Execution Phase
—— A - —— +——— Time
Processor Executes Processor Waits Till
Instructions Uninterrupted The Blocking Request |'s Satisfied

Figure3.1: Execution History of A Processor
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other processors in the system. The mean length of a blocking phase, or the mean response time of a blocking bus

request, is calculated using a CMV A model of the shared bus and main memory.

3.2.2. Circuit Switched Bus

The following notation is used:

Input Parameters

T, isthe mean processing time of a processor between two successive blocking bus requests, i.e., the duration
of the execution phase. T, can be expressed as IT/(MxM,«), where IT is the average instruction execution

time, assuming all memory references are cache hits. M is the sum of cache miss and invalidation ratios! and
M, IS the average number of memory references generated per instruction.

T, isthe bus arbitration time. One cycle is charged for bus arbitration when a request arrives at the bus and
the busis not busy.

Tro (Tvo, Two) is the time for which the bus is needed to carry out aread (invalidation, write back) operation,
excluding the bus arbitration time. The main memory latency is included as a part of T,, for a circuit
switched bus.

P, isthe probability that a blocking bus request is a read operation.

P, isthe probability that a blocking bus request is an invalidation operation; notethat P, + P, = 1.

P, isthe probability that a cache miss resultsin awrite back of adirty cache block.

N is the total number of caches (or processors) connected to the shared bus.

Output Parameters

R is the mean time between two successive blocking bus requests from the same cache.
Rs (Rs ) isthe mean response time of aread (invalidation) request, weighted by P, (P,).
W, isthe mean bus waiting time of aread or an invalidation regquest.

T, (T, Ty) is the bus access time of a read (invalidation, write back) request, including the bus arbitration
time.

U, (Uy, U,) isthe partial utilization of the bus by the reads (invalidations, writes back) from one cache.
U, isthe partial utilization of the bus by the blocking (read and invalidation) requests from one cache.
U isthe partial utilization of the bus by the requests from one cache; NU is the total bus utilization.

B, (By, By,) is the probability that the bus is busy servicing a read (invalidation, write back) request from a
particular cache, when a new read or invalidation request arrives.

tnvalidation ratio is defined in a similar way to cache missratio. A write hit to a clean block generates an invalidation, and

invalidation ratio is the percentage of memory references that cause invalidation.

13



° Re (Re', Re") is the residual service time of aread (invalidation, write back) request, when the request is
currently being serviced by the bus when a new read or invalidation request arrives.

° W, isthe mean bus waiting time of awrite back request.
° Q: (Q,, Q) isthe mean number of read (invalidation, write back) requests from the same cache in the bus.

° Kfy (Kly, KV) is the mean waiting time of a read or an invalidation request, due to the read (invalidation,
write back) requests already in the bus.

. Ky (K, K&) is the mean waiting time of a write back request, due to the read (invalidation, write back)
requests already in the bus.

Response Time Equations

The mean time between two successive blocking bus requests (read miss or invaidation) from the same
cache, R, isthe sum of T, and the mean time spent in the blocking phase, which is the weighted mean of the delays

of the two types of blocking bus requests. Therefore,

R=T.+Rs +Rs; where

Rs =P, (W, +Ty); Xx=r,v

The time that a request spends on the bus is the time that is needed to service the request once it has obtained mas-
tership of the bus, plus any time that might be spent in arbitration for bus mastership. If the busis busy servicing a
request while the arbitration for mastership for the next request takes place, the arbitration time is overlapped com-
pletely and does not contribute to the time spent by a request on the bus. On the other hand, the entire time to carry
out arbitration is added to the time spent on the bus by a request if the request arrives when the bus is free. The
arbitration time component of a request’s bus tenure is approximated by considering it to be proportional to the pro-

bability that the busis busy when arequest from a cache arrives.

The probability that the busisidleis (1 — NU). However, since a cache can have only one outstanding block-
ing request at atime, a blocking request will never see another blocking request from the same cache using the bus
when the request reaches the bus. The fraction of time that the bus is servicing a blocking request from a particular
cacheisU,,. A new hlocking request from the same cache can therefore arrive at the bus only during the remaining

fraction of time, i.e, (1 - U,,). Of thisfraction, (NU — U,,) is spent servicing other requests. Therefore, the proba-

NU -U
bility that the bus is busy when a blocking request arrives from a cache is TU"' and the probability that the
rv

NU - U,y
——"y170].

busisidleis (1 - _
usisidleis( 1-U

14



Nlu_"UU ). U instead of U, is used

For a non-blocking request (write back) this probability becomes (1 —

because it is assumed that a write back request can only be issued immediately after a cache block is returned from
the main memory (aresult of an earlier blocking request on a cache miss), and it should never see any other request,
blocking or non-blocking, from the same cache using the bus. Therefore, the total bus access times for blocking and

non-blocking requests are:

NU -U -
TX:(1—71_U”’)xTa+TXO=1_BU XTy+T,o, X=I,V
rv v
NU - U 1-NU
Tw=(1- 1-U ) X Ta+Tyo = 1-U XTa *+ Two

Waiting Time Equations

Using the mean value technique for queuing network models [40], The waiting time of an arriving request is
decomposed into three components based on the types of the requests that delay the service of the new request. For

ablocking request:

Wiy =KJy + K}, + K2
where

% =(N-1)[@-B) x Ty +B xRef; x=r,v
K% =N @y =~ Bu) X T + B x Re"|

The residual service time for the reguest that is being serviced when a new read or invalidation request arrives is

[40]:
Ty
Re?‘=?; X=1,V, W

The probabilities that the bus is busy servicing the request from a particular cache when a new read or invalidation

request arrives can be approximated as:

where

15



U, = i X=r,V
X R

Pw Pr Tw
U, =
W R
Urv:Ur+Uv

U=U, +U, +U,

A scaling factor of (1 - U,,) isused because when a blocking request such as aread or an invalidation arrives at the

bus, it will not see any blocking request from the same cache being serviced by the bus.

The mean number of requests from a particular cache, or the mean partial queue lengths contributed by a par-

ticular cache seen by the arriving request can be approximated by:

oo B Py
* R R ' ’

= _ PuP (W +Ty)
TR

Here the queue lengths include the request that is currently being serviced by the bus. K}, K}, and K}, can now be

computed as:
Py (W, +T,
Kfv:(N‘l)[(%—BX)XTX+BX><ReX; X=r, V
P, Py (W, + T,
KKZN{(W_BW)XTW‘FBWXRQW

Similarly, the waiting time equations for a write back request can be derived:

W, = K{, + K, + KW

where
— P, (W, +T
Ka:(N—l)Qfo(N—l)x%x o X=ILV
_ P, P, (W, +T
KW =(N=-1)QyTy=(N-1) x —————= V(RW W)xTW

In the above equations for K}, and K}y, it is assumed that a write back request immediately follows a cache miss read
and is issued after the main memory reply to the miss read arrives at the cache. Therefore when the write back

request arrives at the bus, the residual service time of the request is simply the complete service time of the request.
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3.2.3. STPBus

The derivation of the CMVA model for an STP bus is carried out along similar lines as in the case of a circuit

switched bus. The following additional notations are used for an STP bus:

Input Parameters

T, isthe main memory latency.
Tqo isthe bus access time of aread request, excluding the bus arbitration time.

Tygo iSthe bus access time of a block transfer either for a cache write back or a main memory reply, excluding
the bus arbitration time.

Output Parameters

Wy isthe mean bus waiting time of aread or an invalidation request.

W isthe mean bus waiting time of a main memory reply.

T, isthe bus access time of aread operation, including the bus arbitration time.

Ty isthe bus access time of awrite back or amain memory reply, including the bus arbitration time.
U, denotes the partial utilization of the bus by the read requests from one cache.

Uy denotes the partial utilization of the bus by the main memory replies to one cache.

U, denotes the partial utilization of the bus by the reads, invalidations from, and the main memory replies to
one cache.

Qq denotes the mean number of read requests from the same cache in the bus.
Qq denotes the mean number of main memory replies to the same cache in the bus.

By (B, By) is the probability that the bus is busy servicing a read (invaidation, write back) request from a
particular cache, when a new read, invalidation, or main memory reply arrives.

By is the probability that the bus is busy servicing a main memory reply to a particular cache, when a new
read, invalidation, or main memory reply arrives.

Re is the residual transfer time of a read request when the request is serviced by the bus and a new read,
invalidation, or main memory reply arrives.

Re” isthe residual transfer time of a main memory reply when the memory reply is serviced by the bus and a
new read, invalidation, or main memory reply arrives.

K3 (K K9) is the mean bus waiting time of a read request, an invalidation from, or amain memory reply, due
to the read (invalidation, main memory reply) requests aready in the bus.

Kg is the mean bus waiting time of a read request or an invalidation, due to the writes back already in the
bus.

4 isthe mean bus waiting time for amain memory reply, due to the writes back already in the bus.
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° KY isthe mean bus waiting time of awrite back request, due to the main memory replies already in the bus.
Response Time Equations
The response time equations of the CMV A model for an STP bus can be derived in away similar to that for a
circuit switched bus.
R=Te+Rs +Rs
Rs =P (W + Tg + Ty + Wy + To)

Rs =P, (W +Ty)

where
NU - U _
Tx:(l‘ﬁ)xTa+Txo:11_TJU xT,+ T, X=q v,d
r r
N-1DU 1-NU
To=a- 82 xr e r = 2 r ey,

Waiting Time Equations

The waiting time equations for an STP bus are more complicated than those for a circuit switched bus because
there are four kinds of requests in the system: a cache can generate read, write and invalidation requests, and the
main memory can generate replies in response to read requests. An arriving request can see al four kinds of

requests in the bus queue, hence its average waiting time consists of four components.

Wy =K +KY + K& + K8,

X =(N-1)[Q.-B) xT,+B,xRe|; x=q v.d

K =N [(Qu=Bu) x Ty + B, x Re']

Wy = K9 +KY + K9+ KY

§=(N= 1)@y~ Bu) ¥ T + By xRe']

W, = K3 + K3 + KY, + KW

Ki=(N-1)QT; x=gdvw

18



The multiplication factor for K, is N and for K{ is (N-1) because an arriving read or invalidation request
may see awrite back request from the same cache in the bus, whereas a main memory reply destined for a particular
cache will never see awrite back from the same cache on the bus. The equations for the residual service time of the
request that is currently being serviced, when a new read or invalidation request from some cache, or areply from
main memory arrives, are

Tx
Rexz7; Xx=gv,dw

The remaining equations are

B Ux d
= © ox=gqv,dw
T q
_ P Wy +Ty)
«a- R
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R
Pr (Tq + Td) + Pv Tv + Pr Pw Tw
R
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U=Ug+Ug+U, +U, =

3.3. Trace Driven Simulation

3.3.1. Simulators

Trace-driven simulation is carried out using a software simulator that simulates program execution on a
Sequent Symmetry-like multiprocessor. The simulator consists of three modules: (i) a program interpreter or tracer,

(i) acache simulator and (iii) a shared bus (and main memory) simulator.
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The benchmark program whose execution is to be simulated is compiled into the Intel 80386 machine
language using the Sequent Symmetry C compiler. The tracer program then interprets the program and uses the
ptrace facility of Dynix to obtain a dynamic memory trace. Each memory trace record contains the virtual memory
address accessed, the access type (aread or awrite) and the time the access is made. The time associated with each
memory reference in the trace generated by the tracer program is an ideal number that would represent the time at
which the memory reference would be generated if: (i) al memory references generated by an instruction are gen-
erated simultaneously and (ii) all memory references are serviced in zero time. To obtain redlistic times at which
the memory references would be generated and serviced in the multiprocessor environment, the memory traces have

to be passed through the cache and bus simulators.

The memory trace generated by the tracer program is used to drive a cache simulator. By filtering out refer-
ences that are cache hits (of course depending upon the cache organization), the cache simulator generates a cache
miss, write back, and invalidation? trace; i.e., a trace of bus requests. Each bus trace record stores the time of gen-
eration (still an ideal time) and the type of the bus request. The Berkeley Ownership protocol is used for generating

the invalidation requests [38], though any other protocol could be used in a straightforward manner.

Bus traces from several benchmark programs are then used to drive a bus simulator which simulates the
operation of the shared bus and the main memory. In deciding which request is to be serviced next, the bus simula
tor usesa FCFSpolicy. The relevant delays and timing parameters in the simulation model are shown in Figure 3.2.
For each input bus request, the latency seen by the request is the sum of bus queuing delay, the bus transfer time of

the request and, for a cache missread, the reply.

As a result of the bus simulation, realistic times at which each memory reference is serviced are obtained.
Note that the decoupling of cache and bus simulations is possible due to the assumption of a throughput-oriented
multi-user environment. In such an environment the actual memory performance will not affect the order of the
events that happen on each processor and cache (this may not be true if the multiprocessor is executing a parallel
program). The bus simulation simply calculates a total ordering with a correct time scale for all the events in the

system.

An invaidation request is generated on a write hit to a clean block, even though this is not necessary in the environment
where only non-parallel programs are running, and there is no task migration.
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In simulation it is assumed that a processor stalls until its blocking request (cache miss read or invalidation) is
serviced, i.e., it can have only one outstanding memory request. It is also assumed that there is no task migration.

The latter assumption is made to keep the simulator manageable and does not affect the purpose of the simulator.

3.3.2. Benchmarks

The CMVA models are validated using two kinds of workload: non-homogeneous and homogeneous.

3.3.2.1. Non-Homogeneous Workload

Two sets of non-homogeneous workload are used to validate the CMVA models. The first set consists of
several benchmark programs running on Symmetry, or Intel 80386 (1386) processors. The benchmarks are, (i) as,
which is the assembler for the Intel 80386 processor, (ii) awk, the pattern scanning and processing program, (iii)
cache, the cache simulator itself, (iv) ccom, which isa C compiler, (v) compress, which compresses afile, (vi) csh,
the command interpreter, (vii) nroff, the nroff text processing program, and (viii) sort, which sorts a file lexico-
graphically. For each benchmark, a memory trace is collected for 1 million instructions executed. During this

period 1.3 to 1.6 million memory accesses are made by these programs.
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The second set is the TITAN traces [15]. The traces are generated from Titan processors, which have a 32-
bit, load/store (‘*RISC’") architecture designed by DEC. The benchmarks are, (i) mult, a multiprogrammed work-
load, which includes a series of compiles, a printed circuit board router, a VLS| design rule checker, and a series of
simple UNIX commands, all executing in parallel (approximately 40 megabytes active at any time) with an average
of 214,000 instructions executed between each process switch., (ii) tv, a VLSI timing verifier (96 megabytes), (iii)
Sor, a uniprocessor successive over-relaxation algorithm which uses very large, sparse matrices (62 megabytes), and
(iv) tree, a Scheme program which searches a large tree data structure (64 megabytes). Note that data sizes in these

benchmarks are very large, because these memory traces are originally used to evaluate very large caches.

For each Titan benchmark two memory traces are generated during two different sampling periods of execu-
tion. Each trace includes about 1.3 to 1.6 million memory accesses for the duration of 1 million instructions. There-
fore the TITAN workload aso contains eight traces. It should be noted that these memory traces are generated from
Titan processors, not obtained from running the tracer module of the multiprocessor simulator with these bench-

marks on Symmetry. Therefore this set of traces reflect the architecture of Titan processors.

3.3.2.2. Homogeneous Workload

A set of homogeneous workload is derived from four of the above 1386 memory traces. as, cache, csh, and
nroff. The homogeneous workload is created by concatenating the four traces for each processor. Different proces-
Sor receives a concatenation of the traces in different order. In thisway bursts of bus references from processors are
less likely to coincide with each other, and at the same time each processor runs a workload with the same overall

characteristics asin any other processor.

3.3.3. Simulation Method and Conditions

This section describes the way to conduct simulation with non-homogeneous workload. The case with homo-
geneous workload is quite similar (the only difference is the trace used for each processor), and will not be dis-

cussed.

For each set of workload separate single processor cache simulations are conducted using the eight memory
traces. For each cache configuration, and for each memory trace, a set of statistics is collected and a bus request
trace file generated. The statistics are used as inputs to the CMV A models, and the bus request trace file is used to

drive the bus simulator. Cache statistics and the bus request trace are generated for the entire length of a memory
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trace and include the cold start effect of the cache. Cold start is assumed because when large caches are used in a
multiprocessor, the initial cold-start load is a magjor part of the bus activity. All caches are copy back (or write

back), and use LRU replacement.

A set of eight cache miss traces generated with the same cache configuration are used to drive the bus smula-
tor in asimulation. Since each traced program is assumed to run on one processor and never migrate, the term pro-
cess, traced program or processor can be used interchangeably. Two multiprocessor configurations are considered,
one with 8 processors each running a separate benchmark program, and the other with 16 processors with each
benchmark program being run simultaneously by 2 processors. This represents a non-homogeneous environment

in which each processor is running atask with a different characteristic.

To alow for a comparison between the models and simulation, the following two conditions should be met:

(i) smulation is carried out for a sufficiently long time so that the transients have subsided and (ii) both model and

simulation correspond to the same scenario.

The length of simulation is measured by the number of bus cycles (nhot by how many processor instructions)
that have been simulated. Computing resource constraints prevent us from simulating for more than a few hundred
million bus cycles for each simulation run. For small caches that generate a lot of bus activity, several hundred mil-
lion bus cycles for each processor could be simulated with only a few (2 or 3) passes through a trace. For larger
caches that generate smaller amounts of bus activity, many passes through each trace are needed. In the case of

128K byte and 256K byte caches, each processor makes up to 20 passes through itstrace in a simulation run.

In order to avoid simultaneous cold starts of different processors, which create an unrealistically high bus
access activity at the beginning of the bus simulation, each processor is activated at a fixed interval after the previ-
ous processor is activated (80K cycles in the simulations). Each trace is then used multiple times by each processor,
with the cache being invalidated (not flushed) after a pass through the trace has been completed. Thisis equivalent
to running the same program over again with a new cold start cache. Thus the workload simulates a multiprocessor

with a set of steady job streams, each of which has its own characteristics and runs on a different processor.

bistinguish between the cold start of a single processor and the ‘‘cold start’” or initia start of the multiprocessor simula-
tion. Simulation must be carried out for sufficient time so that the transients due to the initial start of the multiprocessor have
subsided. During a simulation, however, each individual processor may be cold started several times.

23



Since each processor makes a different number of passes through its trace, depending upon the multiprocessor
configuration and the bus activity of a particular trace for the configuration, care must be taken in collecting simula-
tion statistics for each processor. The easiest and most obvious way to collect simulation statisticsis to start the col-
lection for each processor at the beginning of the simulation, and stop at the end. However, with this method, the
statistics gathered for each processor represent a time period in which a processor may have made a non-integral
number of passes through its trace. Because the bus activity can be highly skewed, depending upon the cache
organization, it may end up in a situation in which the trace characteristics fed to the model are different from the
trace characteristics for the ‘‘equivalent’” simulation case. This problem can be severe if simulation is not carried
out for a long-enough time period so that each processor has made several passes through its trace. To overcome
this problem, simulation statistics were gathered for each processor only for a duration that represents an integral
number of passes through itstrace. In order to maintain a fixed multiprogramming level at al times, every proces-

sor isrequired to run to the end of a simulation, even though some of its activities are not included in its statistics.

For each multiprocessor system, several memory system parameters and instruction execution speeds are con-
sidered. Specifically the design space includes: (i) average zero memory-wait-state instruction execution times of 2,
3or4buscycles? (ii) cache sizes of 4K, 8K, 16K, 32K, 64K, 128K and 256K bytes, (iii) cache block sizes of 4, 8,
16, 32, 64, 128, 256 and 512 bytes, (iv) direct mapped and 2-way set associativity in each cache, (v) main memory
latencies of 3, 5, 7 and 9 cycles and (vi) circuit switched and STP buses, each with a bus width of 32 bits and multi-
plexed address and data lines. The cross product of the parameters allows us to evaluate and compare system per-
formance using the trace-driven simulation and the CMVA models with three non-homogeneous and homogeneous

workloads, for 5,376 system configurations.

3.4. Comparison of Model and Simulation Results

The primary use of the CMV A modelsisto predict multiprocessor performance, of which the most important
metrics include the total multiprocessor throughput and the total bus utilization. However, the models first cal-
culate the individual processor throughputs and partial bus utilizations, and then sum them up to get the totals.
Therefore I'll first consider the individual processor results in the following sections, and then comment on the mul-

tiprocessor results.

All timesinthe model arein terms of bus cycles where a bus cycle is the time taken for asingle transfer on the bus.
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Since three sets of workload are used, and their results are not very different from each other, only the set
with non-homogeneous workload of 1386 traces will be discussed in detail for al the performance metrics con-

sidered. The validation results of the other two sets of workload are then presented for selected metrics.

Before the comparison results from the trace driven simulation and the CMV A models are presented several
remarks about what the validation process is expected to accomplish should be made. In particular it should be
pointed out out why differences may exist between the results of the modeling and the actual trace driven simulation

to justify this validation effort.

Since the analytical models and the simulator have identical assumptions about the multiprocessor hardware,
the only reason that the CMV A models may be inaccurate is that the CMVA models do not model the multiproces-
sor system workload as used in simulation accurately in every aspect. In particular, since the service time of the bus
with first-come first-served service discipline is deterministic the models have approximated the mean residual ser-
vice timeto be half of the service time. The actual mean residual service time, however, can be close to one full ser-
vice time when a processor has a very high cache miss ratio. When the miss ratio is very high, successive cache
misses from the processor have very short inter-arrival times. If the inter-arrival time is shorter than the service
time the mean residual service time seen by the cache miss read request should be larger than half of the service
time, since the request currently served by the bus can only be started a short while ago (less than the inter-arrival
time). The validation process can show if the inaccuracy of this approximation can cause significant difference in

the results obtained by the simulation and modeling methods.

Another reason that the CMVA models may yield inaccurate results compared to the trace driven simulation
is that the parameters used to characterize the workload for the models may not catch all the significant features of
the cache miss traces (or bus access traces) that can affect the performance of a multi. The models are tested with
the real traces and a large number of multiprocessor cache configurations, with the hopes of exercising they more

extensively.

The validation process is used to find out if the above two factors can have significant effect on the accuracy
of the models for the multiprocessor configurations considered. The results of the validation is certainly not

sufficient for verifying the models, but should be enough to show how much confidence we can put on the models.
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3.4.1. Individual Processor Throughput

Figure 3.3 histograms the percentage difference between the values of individua processor throughput
obtained from the trace-driven simulation and the CMV A models. Figure 3.3(a) presents the differences for a cir-
cuit switched bus and Figure 3.3(b) histograms the differences for STP buses. Each figure represents 2,688 mul-
tiprocessor configurations, half of which use 16 processors and the other half 8 processors. Therefore we have
32,256 cases, each of which represents one processor, for each figure. In the histogram, a negative difference indi-
cates that the value obtained by the CMVA models is less than the value obtained by simulation. Each step in the

histogram represents a 2% difference.

From Figure 3.3 we see that in about 75% of the total 64,512 cases the difference in processor throughput
obtained from the two techniques is within 1%, and in about 94% of the cases the difference is within 3%. In less
than 2% of the cases the difference is larger than 5%, and the largest difference never exceeds 15%. This result

shows that the CMVA modeling technique appears to be as accurate as trace-driven simulation in predicting the

1001 1001
P P
¥ 80 a e g
c c
e e
n n L
t t
§ 601 § 601
0 0
t 401 f 401
A A
| I
I I
C 201 c 201
2 2 J
e e
S s L ' S ' —L ' '

-12 -6 0 6 12 -12 -6 0 6 12
Percentage Deviation Percentage Deviation
(a) Circuit Switched Bus (b) STPBus

Figure 3.3: Differencein Individual Processor Throughput
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individual processor throughputs for awide range of multiprocessor configurations.

3.4.2. Partial Bus Utilization of Each Processor

We now consider the accuracy of the models in determining the partial bus utilization of each processor. If
U; isthe partial bus utilization of a processor and T; its throughput, then U; = D; x T;, where D; is the average bus
service demand of the processor requests’ Theoretically, the percentage difference in the throughput of each indi-
vidual processor between the model and simulation should be the same as the percentage difference in its partial bus
utilization, if the average bus demand D; is the same for the model and for simulation.

Figure 3.4 histograms the percentage difference in partial bus utilizations of the processors between the values
obtained from the models and simulation. From Figure 3.4 we see that in about 70% of the 64,512 cases, the differ-

ence is within 1% and in about 92% of the cases the difference in less than 3%. In all cases the differences lie
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Figure 3.4: Differencein Partial Bus Utilization of Each Processor

b ;, measured in cycles per instruction, is the product of the misses per instruction and the average number of bus cycles it
takes to service amiss.
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between -11% and 18%. The result indicates that the CMV A models perform about equally well in predicting indi-

vidual bus utilization and processor throughpuit.

If we compare Figures 3.3(a) and 3.4(a), and Figures 3.3(b) and 3.4(b), we see that their shapes are similar,
but not exact. That is, the percentage difference in individual processor throughput is not exactly the same as the
percentage difference in its partial bus utilization. Figure 3.5(a) emphasizes this fact by correlating the percentage
difference between the two metrics. Points that are not on the X =Y line indicate situations where the percentage
differences in the metrics differ. The lack of a perfect correlation indicates a possible difference in the average ser-
vice demand in the model and in simulation. One of the reasons that have been identified which causes the bus ser-
vice demands to be different in the models and in simulation are the bus arbitration cycles (see the response time
equations for the models in an earlier section). Along these lines, a screening of some of the multiprocessor
configurations is carried out. Since a bus arbitration cycle is charged at most once to each bus access, accesses that
use the bus for a longer period can be expected to be affected less than the cases in which the bus is used for a
shorter duration. For example, the bus arbitration cycle, if charged, has a bigger impact on the bus service demand
for smaller block sizes than for larger block sizes. By screening out those configurations with cache block sizes of 4
or 8 bytes from Figure 3.5(a), we obtain Figure 3.5(b). In Figure 3.5(b), the percentage differences in throughput
and bus utilization are more strongly correlated than in Figure 3.5(a). This suggests a possible difference in the bus

demand of arequest between the model and simulation caused by the bus arbitration cycle.

If the bus arbitration cycles are a potential source of error in the model, might it be better off to ignore themin
the model? To answer this question, results are obtained from the model by ignoring arbitration cycles, and com-
pared with those of simulation, which still charges bus arbitration cycles for bus accesses as before. This com-
parison is presented in Figure 3.5(c). Asis apparent, the modeling results are significantly worse than before, with
the model underestimating the bus service demand of a request and consequently underestimating the partial bus
utilization and overestimating the processor throughput. Therefore, even though the bus arbitration cycle may be a

source of inaccuracy in the CMVA models, taking it into account is till better than ignoring it.

Simulations are also carried out in which bus arbitration cycles were not charged, and results compared to the
results of the model excluding bus arbitration. A perfect correlation has been found between the percentage differ-
ence in processor throughput and partial bus utilization in the two cases. Because the correlation is simply a straight

ling, it is not presented in thisthesis.
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3.4.3. Cache MissLatency

Figure 3.6 histograms the percentage difference in the average read latency on a cache miss obtained from the
CMVA models and the simulation for circuit switched (32,256 cases in Figure 3.6(a)) and STP buses (32,256 cases
in Figure 3.6(b)). The results of cache miss latency are less impressive than those of processor throughputs or bus
utilizations, but are still quite accurate. 1n about 90% of all cases the percentage difference isless than 10%, and all
differences are within 36%. Comparing Figure 3.6(a) and 3.6(b), it is hard to tell whether the model for circuit
switched buses is more accurate than that for STP buses, although the model for a circuit switched bus shows a ten-

dency of underestimating cache miss latency.

3.4.4. Total Multiprocessor Throughput and Bus Utilization

More important than individual processor throughputs and their partial bus utilizations for evaluating the
shared bus multiprocessor is the total multiprocessor throughput, and the total bus utilization. In both simulation

and modeling, the total multiprocessor throughput, T, is > T;, and the total bus utilization, U, is 3 U;. Therefore, it
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might be expected that the percentage differences between the results of the models and simulation follow the same

trends as in the cases of the individual processors.

In Figures 3.7 and 3.8 the percentage differences between the models and simulation are histogramed for the
2,888 cases with a circuit switched bus, and 2,888 cases with an STP bus, respectively. If Figure 3.3 is compared
with 3.7, and Figures 3.4 with 3.8, it can be seen that the models appear to be doing a slightly better job at comput-
ing the multiprocessor throughput than at computing the individual processor throughputs, and a dlightly worse job
at computing the bus utilizations. Moreover, there seems to be a larger discrepancy between the percentage differ-
ence in bus utilization and the percentage difference in multiprocessor throughput between the models and simula-

tion than for the individual processor metrics.

This seemingly incorrect result did initially cause some concern. However, this has a ssmple explanation, one
which is verified with simulation results. Remember that individual processors are executing tasks with different
trace characteristics (different misses per instruction and different bus service demands), and do indeed have dif-
ferent throughput and partial bus utilization values in a particular multiprocessor configuration. The processors that
have a higher individual throughput will contribute more heavily to the multiprocessor throughput. Likewise, the
processors with a higher partial bus utilization will contribute more heavily to the total bus utilization. In the experi-
ments, for the same multiprocessor configuration, the processors with a higher throughput achieved it with more in-
cache computation and had a lower partial bus utilization (because they were running a trace with a lower bus
demand) than processors with a lower throughput (which were running traces with a higher bus demand). More-
over, the processor(s) with the higher bus demand had a bigger percentage error than the processors with a lower

bus demand.

When the individual processor throughputs and partial bus utilizations are summed up to obtain the multipro-
cessor throughput and bus utilization, the percentage difference between the multiprocessor throughput and bus util-
ization can be different from the percentage difference between the individual processor throughputs and their par-
tial bus utilizations. This point is best illustrated by means of an example. Consider a multiprocessor configuration
in which one processor (processor A) is running a job that misses frequently in the cache, and therefore has a high
bus service demand, and a low throughput. The other processors are running jobs that mostly hit in the cache and
conseguently have alow bus service demand and a high throughput. If there is alarge percentage error in comput-

ing the throughput and partial bus utilization of processor A, and a small percentage error in computing these values
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for the other processors, summing the individual throughput and utilization values will result in a smaller percentage
difference in multiprocessor throughput and a larger percentage difference in total bus utilization. Because of this,
multiprocessor throughput and bus utilization results should be used with caution if the individual processor bus ser-

vice demands, and the throughputs and partial bus utilizations differ greatly.

3.4.5. Comparison Resultsfrom TITAN Traces

The results of using TITAN traces are shown in Figure 3.9, for the percentage difference in individual proces-
sor throughput obtained from the CMV A models and simulations. Figure 3.9 histograms the comparison results for
the same 5,376 multiprocessor configurations as before, and therefore atotal of 64,512 cases for the two bus switch-

ing methods.

The accuracy of the models in predicting individual processor throughput as depicted in Figure 3.9 is compar-
able to that in Figure 3.3, which is calculated from the 1386 traces. Although the number of cases where the percen-
tage difference is within 1% is lower (about 60% of the cases, compared to 70% in Figure 3.3), in about the same
number of cases (92% of the cases v.s. 94% in Figure 3.3) the percentage difference is within 3%. The comparison
results from the TITAN traces are more accurate in the maximum percentage difference. In Figure 3.9 the max-
imum difference is less than 10%, as opposed to 15% in Figure 3.3. So the CMVA models developed here can

predict the individual processor throughput for the RISC (Titan) as well as for the CISC (Intel 386) processors.

3.4.6. Resultsfrom Homogeneous Workload

The comparison results of individual processor throughput for the homogeneous workload, is shown in Figure
3.10. Asin Figure 3.3 and Figure 3.9, atotal of 64,512 cases of comparisons are represented in Figure 3.10. Com-
pared to Figure 3.3, the number of cases where the percentage difference in individual processor throughput are
within the 1% and 3% ranges are similar (67% and 91% respectively in Figure 3.10). The maximum difference,
however, is dlightly better (less than 11% in Figure 3.10). So the CMVA models are about the same accuracy,

whether homogeneous or non-homogeneous workload is used.

It should be noted that differences in the values obtained from the CMVA and trace-driven simulation
methods are not entirely caused by the inaccuracy of the CMVA models. The differences are partly due to imper-
fect simulation process. Thisis true no matter homogeneous or non-homogeneous workload is used. But the factor

of imperfect simulation process becomes more apparent when homogeneous workload is used. With homogeneous
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workload the analytical models duly generate the same performance statistics for every processor in the same
configuration. In simulation, on the other hand, processors proceed in a different pace from each other at different
times, even though the same set of benchmark programs (though run in different order) is used. If simulation can
run for a very long time the performance results from al processors should converge to the same values. But with
limited simulation time, the values derived are dlightly different for different processors. Therefore the accuracy of
the CMVA models should be better than reflected from the comparison results in Figure 3.3, Figure 3.9 or Figure
3.10.

The comparison results of the other performance metrics for the TITAN traces and the homogeneous work-
load have also been obtained. They are not shown here because they do not suggest any significantly different con-

clusion about the accuracy of the models than what has been established in the above discussion.

3.5. Summary and Conclusions

In this chapter the experience with using mean value analysis models for analyzing shared bus, throughput-
oriented multiprocessorsisreported. The values of three performance metrics, namely the processor throughput, the
bus utilization and the cache miss latencies obtained from the CMV A models are compared with the corresponding

values obtained from an actual trace-driven simulation for 5,376 system configurations.

The results are quite encouraging. With a non-homogeneous workload of Intel 386 traces the comparison
results indicate that the CMVA models are able to estimate individual processor throughput to within 3% for about
94%, and individual processor bus utilization for about 92%, of all cases. Estimation of the cache miss latencies is
less accurate than the estimation of processor throughput or bus utilization, but is still quite good. A potential
source of the inaccuracy has been identified. It is related to bus arbitration cycles, and can be a significant portion

of bus utilization when the cache block size is small.

The comparison results derived from another set of non-homogeneous workload of TITAN traces and a
homogeneous workload of Intel 386 traces also demonstrate the same accuracy of the CMVA models. In particular,
the estimate of individual processor throughput by the models is within 3% in about 92% of all cases for the TITAN
traces, and 91% for the homogeneous workload. The comparison results from homogeneous workload also makes
apparent that, the difference in the values derived from the models and the trace-driven simulation is at |least par-
tially due to imperfect simulation process. Thus the accuracy of the models may still be better than what has been

suggested by the results presented here.
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Because the execution time of the CMVA model is about 4 to 5 orders of magnitude less than trace-driven
simulation, and because the results of the two approaches are in close proximity, the CMV A models are an excellent

choice for exploring the design space for shared bus, throughput-oriented multiprocessors.
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Chapter 4
Evaluation of Design Choicesfor Memory System

in a Throughput-Oriented Environment

4.1. Overview

The CMVA models developed in Chapter 3 are quite accurate over a wide range of multiprocessor
configurations. Since their solution is 4 to 5 orders of magnitude faster than trace-driven simulation, the models are
used for the evaluation of design choices. The models require inputs of M, M,, P, P,, and P, (all terms are defined
in Section 3.2.2). The values of these inputs should be obtained from traces that are representative of the workload
for which design choices are evaluated. While the miss ratio characterigtics, i.e., M, of various cache organizations
are easily available from the literature for a wide variety of workloads, the values of M., P,, P,, and P, are typi-

caly not available.

Since the results of evaluating design choices may depend very much on the workload, it is important to
choose workloads that are both realistic and representative. The traces used in Chapter 3 to validate the models
could be re-used. The two kinds of traces, in fact, represent the two broad categories of processor architectures.
The Intel 386 traces are derived from CISC 80386 processors, while the TITAN traces from RISC Titan processors.
Using workloads from these two distinct architectures would make the evaluation of design choices a fairly com-

plete study.

However, for CISC architectures better traces are publicly available. Traces generated using the Address
Tracing Using Microcode (ATUM) technique are more representative because they contain operating system
activity [2]. Moreover, to put the evaluation results in perspective, the workloads should have been used previously

for uniprocessor cache studies. The ATUM traces, aswell asthe TITAN traces, fulfill this requirement.

In the ATUM technique, patches are made to the microcode of the machine to generate addresses for al the
memory references made by the processor. These references include references made by user programs as well as
references made by the operating system. The ATUM traces that we use are gathered via microcode patches on a
VAX 8200 by Agarwal and Sites. These traces are distributed by DEC, are considered to be the best public-domain
traces for a multiprogrammed, multi-user environment, and they have been widely used in recent cache studies

[3,5,34,35,56]. By passing the ATUM traces through a uniprocessor cache simulator we obtain the values of M,
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Mgy Py, Py @nd P,.

The microcode based ATUM technique obviously can not be applied to RISC processors. Although the
software method used in collecting the TITAN traces is capable of extracting memory trace from operating system
functions, the traces currently available do not include any operating system activity [15]. Nevertheless the TITAN

traces still represent the memory access behavior from a state-of-the-art, new generation RISC architecture.

Keep in mind that the goal is to evaluate the impact of a particular design choice in the memory system on the
peak multiprocessor throughput that can be supported by the memory system, or the maximum multi throughput for
the memory system configuration (cache, shared bus and main memory). This is done using the following pro-
cedure. For each memory system configuration, the total multi throughput (which is the sum of the throughputs of
each processor in the multi) is computed for an increasing number of processors. The maximum multi throughput is
the throughput at the point beyond which the addition of more processors contributes less than 1% to the total
throughput of the multi, i.e., the throughput when the bus is saturated. The exact number of processors in the multi

at the point at which the maximum multi throughput is achieved varies with the parameters of the memory system.

Unless mentioned otherwise, for al the system configurations that are evaluated in the coming sections, the
bus is assumed to be 32 bits wide with multiplexed address/data lines and has a cycle time of 50ns (or 20 MHz), the
processor CPUs have a peak performance of 5 VAX MIPS for the ATUM traces and 20 Titan MIPS for the TITAN
traces, and all caches are assumed to be write back. In all experiments, throughput is measured in VAX MIPS when

the traces are relevant to VA Xen, and Titan MIPS when the traces are from Titan processors.

It should be noted that the accuracy of the CMVA modeling results depends much on the accuracy of the
input workload parameters. The values of input workload parameters are calculated from cache simulation. To col-
lect accurate statistics of a cache simulation both the length and the *‘ breadth’’, or the distinct memory locations that
are actually accessed, of the trace in general should be much larger than the cache size. The VAX traces contain
totally about 2.6M memory accesses. The TITAN traces used are the same as used in [15], and contain a total of
more than 500M memory accesses. The biggest caches of which the performance is evaluated by the VAX traces
are limited to 256K bytes. The TITAN traces, on the other hand, are used to evaluate the caches as large as 1M

bytes.

In the following sections the evaluation results of using the VAX traces will be presented first and explained

in detail. The results of using TITAN traces will then be given, with more emphasis on those results that are dif-
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ferent, or not available from the results of the VAX traces.
4.2. ResultsFrom ATUM Traces

4.2.1. Cache Performance Metrics and Uniprocessor Performance

Before the design tradeoffs are evaluated, the performance of several uniprocessor cache organizations using
the ATUM traces and traditional uniprocessor cache performance metrics are considered. This allows the design
choices for the multiprocessor memory system to be compared with equivalent choices for a uniprocessor memory

system.

4.2.1.1. Cache Performance Metrics

The miss ratio (in percentage) is presented in Figure 4.1(a) for various cache sizes and block sizes (all caches

are direct mapped and write back). For bus trafficl data only traffic (Figure 4.1(b)) is distinguished from data and
address traffic (Figure 4.1(c)). The data traffic includes only the actual data transfer cycles whereas the address and
data traffic also includes the addressing overhead (the bus is 32 bits with multiplexed address and data lines). The
data traffic ratio (in percentage) is the ratio of the traffic that appears on the bus in the presence of a cache to the
traffic that appears without the cache. Thus, if the data traffic ratio is 400%, it means that the traffic on the bus with

the cache is 4 times as much as the traffic without the cache.

As mentioned earlier, the impact of the memory system on processor performance is directly governed by
equation (2.2). In auniprocessor, if T& and T, are independent of the cache organization, the best cache organiza-
tion is one that minimizes the overall missratio. However, as mentioned earlier, TR and TS, are not independent of
cache organization, and to evaluate the impact of the entire memory system on processor throughput, the impact of

TR and TS must be considered. Thisisillustrated in Figures 4.2 and 4.3.

4.2.1.2. Uniprocessor Performance

In Figure 4.2, the throughput of a uniprocessor (in VAX MIPS) is plotted as a function of the main memory
latency for several cache sizes and main memory latencies. For all cases, the cache is direct mapped. The trends to

be observed from Figure 4.2 are somewhat obvious: i) as the main memory latency increases, TS, increases and

Bus traffic includes traffic generated to service miss requests, as well as write back and invalidation requests.
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consequently the throughput of the uniprocessor decreases, and ii) the impact of the main memory latency on pro-
cessor throughput is sensitive to the cache block size. Aswill be seen, in multiprocessors neither trend needs to be

as pronounced as in the case of uniprocessors, especially with an STP bus. More on thisin Section 4.2.2.

Figures 4.3(a)-(d) plot the processor throughput for cache sizes of 4K, 16K, 64K and 256K bytes, respec-
tively, each with varying set associativity and block size. The main memory latency is kept fixed at 250ns (5 cycles)
in all cases. To account for the impact of set associativity on processor throughput, TR of caches with set associa-
tivities of 2, 4 and 8 is 10% greater than TR for a direct mapped cache [34]. Two trends are obvious from Figure
4.3. The first trend is that as cache size increases, the block size that results in the best uniprocessor throughput
increases. Furthermore, the throughput tends to ‘‘flatten’’ out, indicating that several block sizes may give roughly
the same performance. The second trend to note is that as cache size increases, the need for set associativity
decreases. For larger caches, when the cycle time advantages of direct mapped caches are taken into account, direct
mapped caches can actualy provide better throughput than set associative caches, even though the set associative
caches may have better miss ratios. Both trends apparent in Figure 4.3 are well known and have been described in
detail in the literature on uniprocessor caches [35,62]. The purpose of presenting them here is again to show that

neither trend may occur for multiprocessor caches, to be discussed in the upcoming sections.

4.2.2. CacheBlock Size Choice

To evaluate the choice of ablock size, only direct mapped caches are considered (other set associativities are
considered in Section 4.2.3). Using the CMVA models, the maximum multi throughput is calculated as the block
size is varied for different cache sizes and main memory latencies. Figures 4.4(a)-(d) present the maximum multi
throughput (in VAX MIPS) with various cache sizes and main memory latencies for a circuit switched bus and Fig-

ures 4.5(a)-(d) present the same for an STP bus.

From Figure 4.4, several observations are made about memory system design choices with a circuit switched
bus. First, larger block sizes tend to be favored as the cache size is increased. However, the trend towards larger
block sizes is not as strong as in the case of a uniprocessor (compare Figure 4.4 with Figure 4.2). While the trend
towards larger block sizes may seem obvious, it should be pointed out that this conclusion can not be derived from a
simple consideration of the bus traffic and/or the miss ratio cache metrics. Figure 4.1 shows that the miss ratio
metric favors larger block sizes as cache size is increased, but the bus traffic metric till favor smaller block sizes.

In acircuit switched bus, consideration of the bus traffic alone is clearly not sufficient since the bus is held by the
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master until the entire transaction is complete. A read transaction includes the main memory latency and therefore,
the data traffic performance metric (which is influenced only by the cache organization and not by other parameters
of the memory system) is not a good indicator of the bus utilization. To accurately evaluate design choices, all fac-

tors that can influence performance must be taken into account.

Second, the choice of the block size is also sensitive to the main memory latency in a circuit switched bus.
When main memory latency is high, larger block sizes tend to be favored (Figure 4.4), just as in the case of a

uniprocessor (Figure 4.2).

Third, the main memory latency has a significant impact on the maximum performance that can be achieved.
For example, going from a main memory latency of 150ns to 450ns with a 256K byte cache, the maximum multi
throughput, with the best block size, decreases from about 100 MIPS to about 67 MIPS. This is because the com-
munication protocol of a circuit switched bus is such that the bus is not available for use until the entire transaction

iscomplete, and alarge main memory latency contributes significantly to the bus utilization.

For an STP bus (Figure 4.5), the results are somewhat different. First, larger block sizes seem to be favored
as cache size increases (up to a point), just as in the case of a circuit switched bus. In an STP bus, the bus traffic
(address plus data) is an accurate indicator of the utilization of the bus. Therefore, why might larger block sizes be
favored with STP buses even though smaller block sizes result in a lower bus utilization? To understand this, we

need to look at equation (2.2) as well as the shapes of the missratio and the traffic ratio in Figure 4.1.

The memory latency in equation (2.2), TF,, includes both the probability of making a bus request (the miss
ratio M) as well as the queuing delay that the request experiences (a part of T$). While the queuing delay increases
asthe utilization of the bus increases with alarger block size, M may decrease sufficiently with the larger block size
to offset the additional queuing delay. That is, with a larger block size, the processor may be able to achieve a
higher throughput by carrying out local (in cache) computation more often than with a smaller block size, even
though it experiences a bigger penalty for non-local access. The opposing trends in missratio and bus traffic (or bus
utilization in case of an STP bus) in Figure 4.1 lead to a best block size that may not result in either the best miss
ratio or the best bus traffic.

Second, the choice of the block size that allows the best maximum multi throughput seems to be insensitive to
the main memory latency. In fact, thisis just one facet of a more interesting phenomenon that the maximum multi

throughput appears quite insensitive to the main memory latency.
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These seemingly counter-intuitive observations can be explained as follow. If we view a main memory reply
in response to an earlier memory read from a processor as part of the bus access activity of the processor, increasing
the main memory latency has the same effect as increasing the idling time between the two accesses (the bus read
and the subsequent main memory reply). The resulting smaller bus access rate of each processor (due to the
increased idling time) reduces the bus utilization and hence the bus queuing delay. Therefore, the cache miss
latency, TS, which includes the main memory latency as well as the queuing delay, does not increase to the same
extent as the increase in the main memory latency. Figure 4.6 shows this effect. In the initia configuration the
main memory latency is 3 cycles (or 150ns) and each processor has a 64K byte cache. By connecting a sufficient
number of processors to the bus, the system saturates and delivers its maximum throughput. Keeping the same
number of processors that saturate the bus with a main memory latency of 3 cycles, the increase in cache miss
latency is plotted against larger values of main memory latency. From Figure 4.6 we can see that, for example,
when the block size is 64 bytes, changing the main memory latency from 3 cycles to 15 cycles (750ns) increases the
cache miss latency by only 2 cycles (100ns); the difference represents a decrease in the queuing delay because of

the slightly slower bus access rate of each processor, and the consequent lower bus utilization.

The increase in miss latency, however reduced, still decreases the throughput of an individual processor.
However, since the bus utilization is also reduced, more processors can be added to compensate for the loss of per-
formance of the individual processors. Thisisillustrated in Figure 4.7 which shows the number of processors used
to deliver the maximum multi throughput for different main memory latencies. As we can see, the number of pro-
cessors that can be connected together to achieve the maximum multi throughput increases with the decrease in
throughput of each processor due to the increase in main memory latency. Putting it together, the maximum
throughput of a multi with an STP bus seems to be quite insensitive to the main memory latency, as evidenced by
the nearly identical graphs for varying memory latencies in Figures 4.5(a)-10(d). Of course, if the number of pro-

cessors in the multi were fixed, the throughput of the multi would decrease as the memory latency is increased.
4.2.3. Cache Set Associativity Choice

Now the choice of the set associativity for the cache in amulti is considered. In Figures 4.8(a)-(d), the max-
imum multi throughput is presented that can be supported by a memory system using cache sizes of 4K, 16K, 64K
and 256K bytes, respectively, with varying set associativities. For each cache size, direct mapped, 2-way, 4-way

and 8-way set associative organizations are considered. Again the cycle time of a cache with set associativity of 2,
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4 or 8 is assumed to be 10% longer than the cycle time of a direct mapped cache. The bus is an STP bus and the

main memory latency is 250 ns (5 cycles).

In Figure 4.8 we can see that for all four cache sizes, the maximum multi throughput increases at least 20%
when 2-way set associative instead of direct mapped caches are used, if these caches always choose the block sizes
that give the best performance. For example, when cache sizes are 256K bytes and block sizes are 16 bytes, the
maximum multi throughput increases from 128 MIPS with direct mapped caches to 156 MIPS with 2-way set asso-
ciative caches, an improvement of 22%. These data suggest that 2-way or 4-way set associativity may be warranted
in amulti even when the cache size isfairly large (256K bytes). Thisis unlike uniprocessor caches where the need

for set associativity diminishes significantly as the cache size increases [34, 35, 56].

The reason why a larger associativity is favored for the multiprocessor caches is due to the fact that caches
with alarger associativity lower the miss ratio as well as the per-processor utilization of the shared bus. The lower
bus utilization results in a lower queuing delay and consequently a lower overall TS. Therefore, the product MxT§,

might decrease sufficiently to offset the increase in TR, resulting in alower Th,. Thisisin contrast to a uniprocessor
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in which TS, isindependent of the cache set associativity, and a decrease in the value of MxTS, due to a decrease in
the value of M aone may not be sufficient to offset the increase in TR due to the increased cache set associativity.
Furthermore, the lower per-processor bus utilization with an increased set associativity allows more processors to be
connected together, and improves the multiprocessor throughput, even though the throughput of each processor
might suffer. Keep in mind that caches in multiprocessors serve to reduce memory latency as well as to increase
system throughput (by reducing the demand for the shared bus), whereas the main purpose of a cache in a unipro-
cessor is to reduce memory latency and to improve uniprocessor throughput. Therefore we see that a larger set
associativity may be warranted in a multiprocessor even though it may not be warranted in a uniprocessor with simi-

lar memory system parameters.

Also observe that set associativity has little effect on the choice of the best block size. This reinforces the

results of Section 4.2.2 on block size choice that were derived for direct mapped caches.

4.2.4. BusChoice

From the results presented in Figures 4.4 and 4.5, it is clear that an STP bus can provide much better max-
imum system performance than a circuit switched bus, especially when the main memory latency islarge. Further-
more, an STP bus is able to sustain maximum system performance for a wide range of main memory latencies.

However, for low main memory latencies, circuit switched buses can compete in performance with STP buses.

Finally, the bus width choice is considered. Figure 4.9 shows the performance impact of increasing the bus
width. In al cases the main memory latency is 250ns and an STP bus is used. For both 64K and 256K bytes
caches, doubling the bus width from 4 bytes to 8 bytes increases the maximum multi throughput by about 50% (at
block size of 16 bytes.) Each further doubling of the bus width improves performance less (about 30%). A wider
bus decreases the block transfer time and consequently the bus utilization and the queuing delay. The reduced
gueuing delay and bus transfer time improve the read latency and the throughput of an individual processor; the
reduced bus utilization allows more processors to be added to the system. Increasing the bus width appears to be an
effective way of improving system performance, but has diminishing returns. It warrants investigation when a sys-

tem is being designed, just as any other memory system parameter.

While the results on bus choice are not unexpected, it should be emphasized the we need to include all com-

ponents of the memory system in evaluating any design choices and determining the magnitude of the maximum

50



5007 1
" Bus Width " 500 Bus Width
)a(t ° gbytes g ° élbyt%
| 4001 2 38 i 4001 & 38
m v 64 m v 64
u u
m m
M 300 M 3001
u u
| |
t t
' 2001 ' 2007
T T
h h
r r
0 1001 O 1001
A R
p p
RSy ——— R T

4 8 16 32 64 128 256 512 4 8 16 32 64 128 256 512
Block Size (bytes) Block Size (bytes)
(a) Cache Size: 64K bytes (b) Cache Size: 256K bytes
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system processing power. Furthermore, the analytical models alow one to determine quantitatively the magnitude

of performance difference between arbitrary design choices in the memory system.

4.3. ResultsFrom TITAN Traces

4.3.1. Cache Performance Metrics

The miss ratio (in percentage) and bus traffic ratio (also in percentage) are presented in Figures 4.10(a)-(c),
for different cache and block sizes. The results in Figure 4.10 are obtained under the same conditions as in Figure
4.1, except that the TITAN instead of ATUM traces and larger caches are used in Figure 4.10. The miss ratio and
bus traffic ratio in Figure 4.10 are dightly lower than those derived from ATUM traces in Figure 4.1 for the com-
mon cache sizes of 128K and 256K bytes. With the TITAN traces the lowest missratio is 1.2% and 0.83% respec-
tively for the two cache sizes at the block size of 128 bytes; whereas with the ATUM traces the miss ratio is 1.3%
and 0.76% at the block size of 256 bytes. It should be noted in Figure 4.10 that the miss ratio continuously

decreases significantly with increasing cache size. With 1M bytes cache the miss ratio can be reduced to as low as
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0.4%. Although the absolute decrease of the missratio is small, if the throughput of a multiprocessor is to be max-
imized the performance improvement is more related to the relative decrease of the missratio, as been demonstrated
from the results with the ATUM traces. Therefore using caches of 1M bytes or more is justified for a multiproces-

sor system constructed with Titan-like processors, aresult that will be confirmed in the upcoming sections.

The best block size is 64 to 128 bytes if we only consider the miss ratio. But as shown in Figure 4.10(b)-(c),
when the block size islarger than 32 bytes the bus traffic ratio becomes much larger than when the traffic ratio is the
lowest (at the smallest block size of 4 bytes). Therefore neither miss ratio nor bus traffic can be used to guide the

choice of the block size for amulti.

4.3.2. Uniprocessor Performance

The effect of varying main memory latency on the uniprocessor throughput is shown in Figure 4.11. The
results are obtained under the same conditions as in Figure 4.2, except that different traces and different ranges of
cache sizes are used. The two trends observed in Figure 4.2 are still apparent in Figure 4.11, i.e., the uniprocessor
throughput suffers from the increase of the main memory latency, and suffers more when the block size is smaller.
But difference also exists between the two figures. For example, in Figure 4.2(d) with the cache size of 256K bytes
the uniprocessor throughput is decreased only moderately when a large block size such as 256 or 512 bytes instead
of the best block size (32 or 64 bytes) isused. But in Figure 4.11(b) the performance is reduced sharply if such a
large block size is used. The performance becomes less sensitive to the block size as the cache size is increased.
But even when the cache size is as large as 1M bytes (see Figure 4.11(d)) the performance degradation is still more

significant than in Figure 4.2(d).

The uniprocessor throughput in Figure 4.11(d) is more sensitive to the memory system design (such as the
choice of the block size) than in Figure 4.2(d). However, the miss ratio in Figure 4.2(d) (derived from 256K bytes
caches with the ATUM traces) is always higher than the missratio in Figure 4.11(d) (derived from 1M bytes caches
with the Titan traces). This is because the performance degradation due to memory access actually depends on the
frequency of the access to the main memory. The frequency of the access to the main memory is the product of the
miss ratio, the number of memory accesses per instruction, and the instruction execution rate of the processor. The
numbers of memory accesses per instruction for the two processor architectures are comparable (about 2 for the
VAX processor, and 1.5 for the Titan processor). But the instruction execution rate of a Titan processor is about

eight times higher than that of a VAX processor. So even though the miss ratio of the Titan processor with a 1M
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bytes cache is always lower the processor makes access to the main memory more often (in real time) than the VAX
processor with a 256K bytes cache. Therefore averagely the Titan processor is blocked more often from instruction
execution, and the performance degradation due to the increase of the memory access time (in this case, the cache

miss latency increases with the block size) is higher than that of the VAX processor.

The relative speed of the Titan processor to the VAX processor, in fact, can also be used to explain another
difference between Figure 4.2 and Figure 4.11. Comparing these two figures we can easily see that the performance

of the Titan system is more sensitive to the change of the main memory latency.

The effect of having different cache set associativity on uniprocessor throughput is shown on Figure 4.12. As
in Figure 4.3, the main memory latency is fixed at 250ns and direct mapped caches are assumed to be 10% faster
than the caches with set associativity of 2, 4, or 8. Asin Figure 4.3 the need for set associativity is reduced with the
larger caches, and a wider range of block sizes can be chosen. The major difference between Figure 4.12 and Fig-
ure 4.3 is that, with the TITAN traces the miss ratio advantage of a set associative cache over a direct mapped one
can not compensate its cycle time disadvantage when the cache size reaches 512K bytes; whereas with the ATUM
traces this happens when the cache size is 64K bytes or larger. This probably is because the problem size used to
derive the TITAN traces is much larger, and set associativity can still be very effective in reducing the miss ratio

when the cache sizeis 256K bytes or smaller.

4.3.3. Cache Block Size Choice

Figures 4.13(a)-(d) present the maximum multi throughput (in Titan M1PS) with various cache sizes and main

memory latencies for a circuit switched bus, and Figures 4.14(a)-(d) present the same for an STP bus.

Certain observations made in Figure 4.4 and Figure 4.5 remain true here. For example, peak system perfor-
mance with the circuit switched bus degrades severely when the main memory latency isincreased. In Figure 4.13,
where the circuit switched bus is used, the maximum multi throughput with 1M bytes caches and the best block size
(16 bytes) decreases from 192 Titan MIPS to 122 Titan MIPS, when the main memory latency is increased from
150ns to 450ns. Peak system performance with the STP bus, on the other hand, is till quite insensitive to the

change in the main memory latency, as depicted in Figure 4.14.

The choice of a cache block size as dictated by the results from TITAN traces, however, is not the same as

when the ATUM traces are used. For example, using ATUM traces with the circuit switched bus the best block size
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for the 128K and 256K bytes caches gradually shifts from 16 bytes to 32 bytes when the main memory latency is
increased from 150ns to 450ns. But the best block size calculated from the TITAN traces (16 bytes) does not
change throughout the same range of the main memory latency for the two cache sizes. In fact the best block size

remains the same even as the caches become as large as 1M bytes.

Cache size also does not affect the choice of the block size when an STP bus is used (see Figure 4.14). The
best block size is always 8 bytes, smaller than when the circuit switched busis used (16 bytes). However, the most
important result, that the maximum multi throughput is insensitive to the changes of the main memory latency, isthe

same as derived from the ATUM traces.

The performance improvement from the use of an STP bus instead of a circuit switched bus is more prom-
inent with the TITAN traces. With 256K bytes caches and 150ns main memory latency, the maximum multi
throughput (using the best block size) increases from 112 Titan MIPS to 151 Titan MIPS, an increase of 35%, when
the circuit switched bus is replaced by an STP bus. For the same cache size and main memory latency the improve-
ment on the VAX multi is 28%. Using 1M bytes caches the performance improvement on the Titan multi from the

use of a better bus switching method is still an impressive 37%.

4.3.4. Cache Set Associativity Choice

The maximum multi throughput is improved by the use of set associative caches, as indicated by Figure 4.15.
Figure 4.15 is obtained under the same conditions as in Figure 4.8, except that the TITAN traces are used in Figure
4.15. Figure 4.15 shows that, with the cache size as large as 1M bytes, set associativity can still contribute more
than 14% of the performance increase. The performance gain is even larger when smaller caches are used. The
maximum multi throughput is increased by 39% and 47% when 2-way set associative instead of direct mapped

caches are used for 128K and 256K bytes cache respectively.

4.3.5. BusWidth Choice

Figure 4.16 shows the effect of increasing the bus width on the maximum multi throughput, assuming the
main memory latency is 250ns and an STP bus is used (same conditions as in Figure 4.9). As apparent in Figure
4.16 increasing the bus width is the most effective way to increase the system performance. For example, using 8
bytes instead of 4 bytes wide bus, the maximum multi throughput (using the best block size) increases from 261

Titan MIPS to 360 Titan MIPS, or by about 39%. Further increase of the bus width still improves the maximum
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multi throughput, but to alesser extent.

It isinteresting to note that, as the bus is widened beyond 16 bytes the best block size, i.e., the block size that
gives the highest multi throughput is always the same as the bus width. Thisis because using larger blocks (than the
bus width) the decrease of the missratio is so small that it does not compensate the negative effect of increasing the
bus bandwidth demand from each processor. For example, if a 32 bytes busis used with 1M bytes caches, the miss
ratio is reduced from 0.52% to 0.40%, a decrease of 23% when the block size is changed from 32 bytes to 512
bytes. But the amount of data traffic generated on bus is increased by 16 fold. Taking into account the bus
bandwidth spent on the overhead address transfer, the bus bandwidth demand from each processor still increases by

at least 10 times. This effectively reduces the number of processors that can be connected to the bus to less than one

tenth.

4.4. Summary and Conclusions

In this chapter the design choices of the memory system for shared bus multiprocessors (multis) operating in a

multi-user, throughput-oriented environment were evaluated. The evaluation was done using the CMVA models
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and processor memory reference characteristics derived from the widely-used ATUM and TITAN traces.

The results show that simple consideration of traditional uniprocessor performance metrics (such as missratio
and bus traffic), independent of the parameters of the shared bus and the main memory, islikely to result in errone-
ous conclusions. With a circuit switched bus, it is especially important to consider all components of the memory
system, including the main memory latency. With a split transaction, pipelined (STP) bus, main memory latency is
less crucial to maximum multi throughput, but the best block size is neither the one that results in the lowest cache
miss ratio nor the one that resultsin the lowest bus traffic. Also, an STP busis preferable to a circuit switched bus if
the system performance is to be maximized. The performance of an STP bus can be further improved, with dimin-

ishing returns, by increasing the bus width.

The block size that delivers the maximum multi throughput is 8 to 32 bytes with the ATUM traces, for the
cache sizes ranging from 4K bytes to 256K bytes, and for different cache organizations and bus switching methods.
With the TITAN traces the best block size is 8 or 16 bytes for the cache sizes between 128K and 1M bytes. The
choice of the block size depends strongly on the bus width. We have assumed a 4 bytes wide bus in this perfor-
mance evaluation. But as the bus technology evolves much wider bus is available and a larger block size is likely
preferred. A larger block may also be desired if we assume that, after a cache miss the requested data in the missing
block is always returned first, and the processor can resume execution as soon as the requested data arrives at the

cache [10].

The need for set associativity in the caches was also considered. Although the importance of set associativity
in uniprocessor caches diminishes when the cache size is as large as 1M bytes, set associativity was found to be
desirable in multiprocessors even with such large caches. Thisis because the additional set associativity reduces the
per-processor bus bandwidth demand and allows more processors to be connected together in the multi, thereby

increasing the maximum multiprocessor throughput.
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Chapter 5
Speedup Oriented Environment

5.1. Introduction

When a multiprocessor is operating in a speedup-oriented environment the workload consists of parallel pro-
grams. The mgjor performance goal is to maximize the speedup of individual programs. To achieve this goal most
of the design considerations of the multiprocessor still center around the same memory system components as those
considered in the throughput-oriented environment. In other words, the design effort involves finding the suitable
values for the different design parameters of caches, shared bus and main memory. A natural starting point is to
find out the workload that characterizes the execution of parallel programs, and use the workload to investigate all
interesting parameter values in the design space. As shown in the previous chapters where experiments are con-
ducted for the throughput-oriented environment, the task is smply to pick the best parameter sets that achieve the

design objectives.

However, the nature of parallel workloads is sufficiently different from the workload for the throughput-
oriented environment that the straightforward approach used in the previous chapters is not applicable in the
speedup oriented environment. For the parallel workload the most notable problem that compounds the effort of
designing the memory system is that certain aspects of the workload may change drastically with the choices of the
system components. For example, as will be shown later in this thesis, the number and the type of memory access
generated by a paralel program can change with the number of processors, and the kind of hardware synchroniza-
tion mechanism used in a multiprocessor. Therefore a more sophisticated methodology is needed to take into
account this dependency between the workload and the memory system of the multiprocessor. This consideration
becomes the major motivation of using an execution driven simulation method, where a running parallel program is

maintained throughout the simulation to evaluate the performance of parallel execution.

But even with the execution driven simulation method the dependency between the parallel workload and the
memory system of a multiprocessor is not totally taken into account. The performance of a paralel program
depends not only on the hardware configuration of the multiprocessor that executes the program, but also the paral-
lelizing strategy used in the program. Since the best parallelizing strategy may also be a function of the hardware
characteristics of a multiprocessor, each parallel benchmark program must be separately parallelized and simulated

for each multiprocessor configuration. For each different multiprocessor configurations simulation should be
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conducted with different parallelizing methods for each parallel benchmark program. This creates a very large

design space with different software and hardware design parameters.

The very large design space considered, coupled with the use of the very time-consuming execution driven
simulation method, greatly limits the area that can be explored in the design space. In particular, all the hardware
design parameters, such as cache size, block size, associativity, etc., except the number of processors and the syn-
chronization mechanism are fixed throughout the study, and only five parallel programs are included in the bench-
mark set. Asaresult in thisthesis the two goals of the performance study in the speedup-oriented environment are:
1), to study the way the memory access pattern changes with the number of processors for the five benchmark pro-
grams; and 2), to evaluate the performance of some software/hardware synchronization mechanisms suited for bus-
based shared memory multiprocessors. In the next section the design issues related to these two goals are ela

borated.

5.2. Design Issues

The basic idea behind parallel processing is using divide and conquer to speedup the solution of a problem.
But the strategy does not come without introducing additional costs. With multiple processors working on the same
problem, coordination, or synchronization among these processors can add a substantial amount of overhead to the
execution. Parallel programs also have quite different memory access patterns from that of their serial versions. At
the least, the combined memory requirement from all processors can easily saturate some hardware resource such as
the shared bus, of which the capacity does not scale proportional to the number of processors. All these factors con-
tribute to the less than perfect speedup of parallel programs. These two overhead costs of parallel processing are

elaborated below.

5.2.1. Synchronization Overhead

During the execution of a parallel program processors need to communicate with each other. Exchanging
information may require processors to observe a certain prescribed order of memory access temporarily, i.e., mak-
ing processors synchronize with each other. Enforcing the order of memory access increases the execution time in
two ways. First, additional synchronization traffic is generated on the bus. Second, some processors may have to
wait for others during a synchronization event. Many novel software and hardware ideas have been proposed to

reduce either or both synchronization costs. For example, to reduce the synchronization traffic, test& test& set has



been introduced to reduce the number of test& set memory accesses generated by waiting processors. The Software
Queue method further cuts down the amount of unnecessary synchronization traffic [6, 58]. Reducing the processor
waiting time during a synchronization event is more difficult, and may require the cooperation from the compiler
and the operating system. A compiler can schedule a balanced workload to each processor, while the operation sys-
tem can adjust the run time process scheduling policy to minimize the process waiting time [75]. Even the syn-
chronization mechanism can be redesign to tolerate the difference in processor arrival times of a synchronization
event [33]. Synchronization can also create a unique memory access problem called hot-spot [52]. The problem is

effectively dealt with by the combing strategy [52, 63, 74].

5.2.2. Memory Access Pattern

Except for the added synchronization code, the total number of instructions executed and memory accesses
made by a program should not change too much by parallelizing the program. However, distributing computational
work among multiple processors can drastically change the memory access pattern. For one thing, the memory sys-
tem now must handle the combined memory requirement from all processors, and the total memory demand can
easily overwhelm the memory system. A hierarchical memory system traditionally used to reduce average memory
access time for a uniprocessor, can serve the additional purpose of alleviating the memory access contention to the

memory system.

The most common implementation of a hierarchical memory system takes advantage of private caches.
Caches can reduce the memory demand to the shared bus and main memory. But introducing private caches to a
multiprocessor also creates the cache coherence problem. Many cache coherence protocols have been proposed,
and the trade-off between complexity and performance under different workload conditions analyzed. For bus
based multiprocessors a particular simple and efficient solution employs the snooping strategy

[26, 29, 38, 47,50, 66].

Bus traffic induced by cache coherence events can be substantial. The exact amount of coherence traffic gen-
erated is sensitive to the type of snooping protocols used, and the sharing patterns of the parallel workload. A chal-
lenge to the design of either a parallel program or the memory system of a multiprocessor is to minimize the cache
coherence traffic while the maximum speedup is pursued. This requires a thorough understanding of how the

memory access pattern is changed when different number of processors are used.
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5.3. Performance Evaluation Technique

5.3.1. Previous M ethods

Traditional methods used to evaluate the performance of uniprocessor systems include hardware measure-
ment, analytical modeling and trace-driven simulation, which may use rea or pseudo traces. These methods can
also be used to evaluate the performance of multiprocessors. For example, the performance of different software
synchronization algorithms was measured on a Sequent Symmetry multiprocessor [32], and the performance of dif-
ferent cache organizations on different models of Symmetry multiprocessors [7]. The performance of different
cache coherence protocols was studied using analytical modeling [69, 70], trace driven simulation with real traces
[4,18,23,24], or pseudo-traces [9]. Rea paralel trace can either be derived from hardware monitoring [60], or
software means such as the ptrace method. The parallel trace itself was analyzed to evaluate the performance of
cache snooping protocols [22], or different design trades-off of the directory-based cache coherence scheme [72].
However, these methods are not aways as effective as for uniprocessor systems. For example, the accuracy of
these methods depends on the accuracy of the parallel traces, or the accurate characterization of the traces. Yet the
trace or the trace characteristics of a parallel program may vary widely with the system configurations, in particular
the memory system. This makes the trace or the trace characteristics derived from a specific multiprocessor
configuration either unsuitable or of limited use for evaluating the performance of multiprocessors with different

memory configurations.

5.3.2. Methodology Used in ThisThesis

To overcome the above shortcomings, my methodology for evaluating the performance of parallel processing
will be based on two ideas: Execution-Driven Simulation and Study of Individual Computational Phases.
Below | will give a simple description and the rationale of the two ideas. More details can be found in the next two

chapters.

5.3.2.1. Execution Driven Simulation

In order to obtain a more realistic simulation result the execution-driven simulation isused. That is, instead of
decoupling trace generation and trace usage in multiprocessor simulation, these two phases are combined into asin-
gle stage of simulation. A software multiprocessor simulator, which integrates the functions of all relevant mul-

tiprocessor components including processors, private caches, shared bus and main memory systems, is built to
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simulate the execution of a parallel program. Therefore during simulation the performance feedback to the parallel

execution is correctly taken into account, and accurate statistics can be derived.

5.3.2.2. Study of Individual Computational Phases

Since speedup is the most important concern in designing both parallel algorithms and multiprocessors, we
are certainly interested in the execution time of the programs. But the interactions between parallel programs and
memory system are so complex that simple speedup values may not provide enough information to guide the design

process of either. Anexampleisgivenin Figure5.1.

Figure 5.1 shows the speedup of several paralel programs that have been run on my multiprocessor simulator.

In Figure 5.1 the execution times of different programs are derived from the same set of multiprocessor
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Figure5.1: Normalized Execution Times of Some Parallel Programs

This figure shows the execution times of five different parallel programs. The execution times of each program are
obtained from multiprocessor simulation, and are normalized to the execution time when the benchmark is run with
two processors. Both the parallel benchmark programs and the simulation will be discussed in detail in later
chapters.
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configurations. The execution time of each program is normalized to the execution time when the program is run-
ning with two processors. The figure gives dramatically different pictures for different programs. Although analyz-
ing the program code can offer some explanations to the speedup characteristics, we can not tell which one is more,
or how much more, important than the others. Therefore a better way to characterize parallel program execution on

a given multiprocessor is needed to answer these questions.

Some earlier research in this field has tried to examine some program execution statistics other than the total
execution time. For example, the composition of the shared and non-shared access, read and write access, or the
missratio of these different types of access have been analyzed. These statistics serve as an approximation of a cer-
tain component of performance. But the information are not enough in pin-pointing the exact cause of performance

problems.

A more sophisticated approach has been taken in [72], which tried to link the invalidation traffic pattern to the
behavior of high-level data objects in parallel programs. From the invalidation pattern the authors were able to sug-
gest, for example, efficient ways to reduce invalidation traffic generated by synchronization objects. | intendto go a
step further by finding other important and useful characteristics of parallel execution. To this end | will take a
dightly different approach. Instead of linking a particular program behavior to high-level data objects, | try to

correlate it with program code segments, i.e., different execution phase of a program.

Taking statistics separately for different program code segments has many advantages. My preliminary study
has shown that, during the execution of a parallel program different parts of the code use hardware resource in very
different ways. It will be easier to analyze the execution statistics separately for different parts of program code
because the characteristics of the statistics should be simpler than the combined one. In this way the relationship
between parallel programs and multiprocessors can be better understood. Analyzing parallel execution based on
code segments may also be better than based on data objects. For example, some shared data may be written during
the serial computation phase by one processor and then read during the parallel computation phase by all processors.
This suggests write broadcasting, if restricted to only the serial computation phase, is not an expensive operation

because only one processor will use the bus.
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Chapter 6
Characteristics of Computational Phases

6.1. Introduction

In this chapter | will describe how the history of a complete execution of a parallel program is divided into
different computational phases. A qualitative analysis of the memory access behavior for each computational phase
will then be followed. The memory access pattern is strongly related to the cache coherence protocol used. In the
following discussion an invalidation based cache coherence protocol is always assumed. The protocol is similar to
Illinois Protocol and has been use by Symmetry machines [50]. The protocol employs four cache block states:
readonly-private, readonly-shared, dirty and invalid. More detail about the protocol can be seen when the multipro-

cessor simulator is discussed in the next chapter.

6.1.1. Definitions

Before going further afew terms that may have different meaningsin other places are defined.
Non-Shared Access: which can be instruction fetch or private data access.

Write Miss write access that results in bus operation. Thus besides the normal cache miss, i.e., the data to be
modified is not in the cache at all, write miss also includes write hit to a cache block that is in the readonly-

shared state. The latter case requires an invalidation signal be broadcast on the bus.

Speedup Characteristics: the change of a certain performance measure when the number of processors is
increased. The performance measure, for example, can be the execution time or the cache miss ratio. Note
that the term does not imply the performance measure should increase or decrease with the number of proces-

sors.
P: number of processors.

N: problem size. This number refers to the size of the magjor data structures in a problem. For alinear array N isthe
number of elements in the array, and for a two-dimensional matrix, the number of elementsin a column (or a

row).
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6.2. Division of Computational Phases

A parallel program code is divided into several disoint segments so that each segment will have distinct exe-
cution characteristics. The most important characteristic is the bus demand, because the bus bandwidth is a major
hardware resource likely to become a performance bottleneck. Another important characteristic is the synchroniza-
tion behavior, since synchronization is unique in the way it utilizes hardware and software resources. Since dif-
ferent code segments are digoint, at any time during execution only one code segment is active. In other words, at

any time a running program isin a certain computational phase that is associated with a specific code segment.

Several different code segment groups have been identified and each of them is associated with one of the fol-
lowing computational phases: i) Scheduling, ii) Independent Computing, iii) Communication, iv) Barrier V)
Barrier-Spin Wait, and iv) Serial. A typical parallel program consisting of these different code segment groups is
showninFigureb.1 The definition and the characteristics of each computational phase will be given in the follow-

ing sections.

6.2.1. Scheduling Phase

When a loop is parallelized there are two ways to distribute, or schedule the computation to processors. |If
static scheduling is used, a fixed set of loop iterations is assinged to each processor before execution of the loop.
The alternative is dynamical scheduling, which comes in various complexity and costs [53, 64, 65]. Unless specified
otherwise, the scheduling strategy used in this thesis is the simple dynamic self-scheduling method, by which each

processor takes its turn to go through a scheduling critical section to obtain one iteration for independent

seri al

[ oop {
schedul i ng
i ndependent conputi ng
conmuni cati on

}

barrier

barrier-spin wait

Figure6.1: Code Segment Groupsof A Parallel Program

This example is more appropriate for the program with DOALL loops, where all iterations of the loop are ready to execute
in parallel. My thesis study is restricted to programs with this type of parallel loops. Parallel loops may also be the DOACROSS
type, where dependency relationship exists between loop iterations [20].
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computation. The advantage of static scheduling is small scheduling overhead during run time, while dynamic
scheduling offers better load balancing under different input conditions and uneven progress of processes created by
the operating system scheduler [53]. The choice of a scheduling strategy can also affect the execution of other com-
putational phases. The exact effect will be discussed when the relevant computational phases are encountered.

Here only the scheduling overhead of dynamic scheduling is analyzed.

The execution time of the scheduling phase is mainly affected by the time to schedule one unit of work to a
processor, and is usualy done inside a critical section. If the critical section is implemented by test&test& set, a
major concern is the saturation of the critical section. When this happens a waiting queue will form at the critical
section and a large amount of bus traffic will be generated by the waiting processors. Theoretically the bus traffic
generated from scheduling one processor can be as high as O(p?), p being the number of processors in the waiting
gueue. But with the FCFS bus arbitration policy, about O(p of bus accesses are likely to occur [28]. Whether a
gueue will form or not depends on the ratio of the time to schedule a unit of work and the time to process it. The
scheduled work is processed in the independent computing and communication phases. The characteristics of the

waiting queue will be further discussed when these two computational phases are analyzed.

6.2.2. Independent Computing Phase

During the independent computing phase a processor is actively doing computation without synchronizing
with others. The independent computing phase is the only place where speedup is possible, i.e., the program execu-
tion time can be reduced when more processors are used. Since the total amount of computation does not usually
change with the number of processors, doubling the number of processors cuts the amount of work in half for each
processor. However, the same amount of computation does not mean other hardware requirement will not change.
For example, if bus demand is defined to be the total number of the bus accesses (due to cache miss and invalida-
tion) made by all processors, the bus demand during independent computational phase can increase, as will be

shown later, with the number of processors.

Bus demand from the initial load of non-shared data, which includes instructions, data in private stack and
heap, is proportional to the number of processors used, because every processor needs a copy of these data. By
assuming the use of infinitely large cache and disallowing process migration, as will be the case of our simulation,
initial load becomes the only bus traffic generated by non-shared data access. Initial load of non-shared data tends

to encounter high bus access latency because all processors are likely to have their initial load at the same time.
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However, this one time cost can be amortized and become insignificant if there is alarge amount of computation in

aprogram.

Bus demand from shared data access may also grow with the number of processors. Although the initial load
of shared data causes cache miss as non-shared data does, long term bus demand results from data sharing, and does
not diminish with time no matter how large the cache is. Three major factors account for the increase of the bus

demand from shared data access when more processors are used: fine grain data sharing, reference spreading and

scheduling policy!  They will be discussed in detail in the next three sub-sections.

6.2.2.1. FineGrain Data Sharing

When a shared data item has a fine grain sharing pattern it has very little processor locality That is, the data
isrepeatedly read and modified by different processors, resulting in very high read and write miss ratios for the data.
With loop level parallelization fine grain sharing can happen frequently because it is often difficult, or impossible, to
schedule the same processor as both the writer and the reader of a data element for successive executions of a paral-

lel 1oop.

Fine grain sharing usually occurs when a shared data structure is jointly modified by multiple processors. A
commonly seen access pattern of the data structure is that multiple data elements of the shared data structure need to
be read before any data element is updated. The updated data element may in turn become part of the reading lists
when other data elements are modified. In other words the value of one data element depends on the values of mul-
tiple elements, which may in turn depend on the values of more elements. If all data elements in this data depen-
dency relationship in successive executions of a parallel 1oop can not be confined to a sub-section of the data struc-
ture, there is no way to schedule one processor to be the sole reader and writer for any part of the shared data struc-
ture. When this happens each data element is bound to migrate from one processor to another during each execution

of the parallel loop.

The shared read missratio of a shared data structure that is subjected to fine grain sharing can increase rapidly

with the number of processors. For example, suppose an just updated data structure is evenly distributed among all

There arestill other, but much less frequently seen factors that can contribute to the same effect. For example, in the asyn-
chronous or chaotic algorithms such as the one used in our benchmark SOR (detail of the benchmark can be found in the next
chapter), the new value of each data element in a shared data structure is calculated from the old values of other data elementsin
the data structure. Since new values are immediately available as soon as they are calculated, old values will be used fewer
number of times before they are replaced by new ones when more processors are used.
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processors, i.e., each processor has an exclusive copy of an equal proportion of the data structure. The next time

when the data structure is read in a parallel loop, the miss ratio of initial loading a random part of the data structure
will be (1 - %), since thereisonly a % chance for a processor to find the data in its local cache. With only a few

processors this read miss ratio can easily come close to 100%. The actual missratio for the data structure, however,
can be lower since each data element of the data structure can be re-used by the processor during the execution of
the paralel loop. But even so, using more processors reduces the chance that a loaded data be used again by the

Same processor.

Fine grain sharing can aso increase the shared write missratio. A shared data structure is usually read and
modified alternately during successive parallel computations. An element of the data structure will more likely bein
multiple caches if it isread in multiple iterations when more processors are used. So when the data is updated in the
next parallel computation the write miss ratio, which as defined earlier includes invalidations from write hits to the

shared copies, can easily reach 100% even when only a few processors are used.

6.2.2.2. Reference Spreading

Reference spreading is related to shared read accesses [44]. When aloop is parallelized, each processor exe-
cutes some iterations of the loop. Certain shared data, mainly loop invariants, may be read in al or some iterations
before the data is updated again. Since each processor takes fewer loop iterations to work with when more proces-
sors are used, loop invariants will be read fewer times by the processor. All the read accesses except for the first
time are cache hits. Since the total number of accesses to loop invariants is independent of the number of proces-
sors, and all except the owner of the loop invariants (usually the processor that does the computing during the serial

phase) need to load them, the read missratio of the loop invariantsis proportional to (P —1).

6.2.2.3. Scheduling Policy

Bus demand of shared data access can aso be affected by the scheduling policy. For certain parallel pro-
grams it is possible to use the static scheduling method, i.e., assigning a fix subset of a shared data structure to each
processor to avoid fine grain sharing of the data structure. The shared data do not migrate at all, resulting in very

low missratio.

When the alternative dynamic scheduling method is used, a processor may take a different part of the data

structure during different executions of the same parallel loop. For a shared data structure that is constantly read
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and modified different parts of the data structure are likely to migrate from one processor to another, resulting in a
very high missratio. Dynamic scheduling may even increase the miss ratio of a data structure that is readonly or
mostly readonly. Since arandom part of the data structure is read each time a parallel loop is executed, a processor
may take a different part of the data structure during different executions of the parallel loop. Therefore the proces-

sor islikely to load alarger part of the data structure than when static scheduling is used.

The difference in the cache miss ratio caused by the use of different scheduling policies can be very large
when fine grain sharing can be totally avoided by static scheduling. With static scheduling access to the *‘resident’’

data set generates cache miss only during the initial load. So the long term miss ratio can be very low. If dynamic
scheduling is used, every time the same paralel loop is revisited a processor has approximately a % chance of
working on the same data set as the last time. So the miss ratio of the initial 1oad of the data during each execution

1 (P-1)
P)’ or

of the parallel loop becomes proportional to (1 - , just asif fine grain sharing has happened to the

data structure. Even with a moderate number of processors the miss ratio becomes quite close to 100%.

The advantage of longer cache data residency with a statically scheduled loop can disappear, however, if loop
execution is interspersed with dynamically scheduled loops that read/write the same data structure. In this case the

cache miss ratio of the statically scheduled loop will be similar to that when dynamic scheduling is used.

6.2.3. Communication Phase

For some programs there may exist a communication phase during the execution of a loop iteration. The
communication phase usually comes immediatedly after an independent computing phase. During the communica-
tion phase a processor reads/writes some shared data to exchange information with other processors. The exchange
is conducted within a critical section, and participated by some or al processors. The execution time of the com-
munication phase can be strongly affected by the contention to the critical section. Contention becomes higher
when more processors share the same critical section (multiple communication critical sections may exist for dif-
ferent sub-groups of processors). Contention also varies depending on the scheduling policy. With static schedul-
ing contention can be high because processors are more likely to reach the communication critical section at the
same time. On the other hand, if the loop is dynamically scheduled and the size of the communication critical sec-
tion is small, the contention problem can be much less severe. This is because processors enter the independent

computing phase at different times, and are less likely to reach the communication phase at about the same time.
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6.2.4. Barrier Phase

Asthe last operation of a parallel loop, barrier serves as a rendezvous point for processors. The barrier opera-
tion is split into two computational phases: barrier and barrier-spin wait. During the barrier phase a processor
registers its arrival, usualy by incrementing or decrementing a barrier counter atomically. The atomic
increment/decrement operation can be implemented in hardware, as in the case of Symmetry. The aternative isthe
much less efficient way of decrementing the counter inside a critical section, which generates much more bus traffic

and delay.

When barrier is implemented by an atomic increment/decrement instruction it generates one bus access for
each processor. The duration of this instruction is so short that no queue is likely to develop for the access to the
barrier counter, or if it ever forms because very large number of processors are used, will disappear very quickly.
Therefore the major cost of the barrier operation is one bus access time, a very small fraction of the total execution

time.

One important characteristics of the barrier operation is that usually the number of times a processor executes
barrier operations grows much slower than the the total amount of computation in a program, as the problem size

increases. So when the problem size isvery large, the time spent in the barrier phase becomes even less significant.

6.2.5. Barrier-Spin Wait Phase

After going through a barrier phase a processor enters a barrier-spin wait phase, spin-waiting for the end of
the barrier operation?> The execution time of the barrier-spin wait phase consists of three parts: 1) waiting time for
other processors to finish their independent computation, 2) waiting time for other processors to pass the barrier

phase, and 3) memory access time to read the end of barrier signal.

The second and the third time components, though proportional to the number of processors, are usually much
smaller than the first component. The first component is difficult to quantify because it is affected both by the paral-
lel algorithm and the input data values. But even if the barrier-spin wait time is highly variable, its speedup charac-

teristics shows a certain trend that is related to the scheduling policy of the parallel loops.

The aternative to spin-waiting is either to relinquish the processor (be swapped out by the operating system) if the proces-
sor utilization should be maximized. But processor utilization is not a major concern here. The interested reader, however, can
find athorough study of the topic in [75].
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When static scheduling is used the execution time of the first time component is affected by the difference in
the execution times of different iterations in the loop. When fewer processors are used each processor takes more

units of work to compute in the independent computing phase. Since the variance in execution time of two units of

work is aways larger than that of one unit 3 the fewer processors used, the more units of work each processor takes,
and the larger the time difference between processors to finish their independent computing phase. In other words

the more processors are used, the smaller this spin-waiting time component.

If dynamic scheduling is used after the independent computing phase a processor has to go through the
scheduling critical section for the last time (to detect the end of loop) before executing the barrier operation. So the
barrier-spin wait time is at least equal to the total time for the scheduling critical section to schedule all the proces-
sors. If the number of processors is small processors are not likely to reach the scheduling critical section at the
same time, and the time to reach the barrier is determined by the time a processor finishes the independent comput-
ing phase. The barrier-spin wait time is determined by the difference of processor execution times in the indepen-
dent computing phase. The situation is similar to the case when static scheduling is used, and the barrier-spin wait

time will decrease when more processors are added.

But when more and more processors are used processors start to accumulate at the scheduling critical section.
In this case the different arrival times at the barrier will more likely be a result of the *‘staggering’’ effect of
scheduling, i.e., processors leave the scheduling critical section one by one, with the interval determined by the
scheduling rate. The time between the first processor leaving the scheduling critical section to enter the barrier
phase, and the last one doing the same, is equal to the time for the scheduling critical section to schedule all proces-
sors. So the time for each processor to spend in the barrier-spin wait phase begins to increase with the number of

[processors.

The increase in time due to the increase of processors can be dramatic if the number of processors is large
enough that a long queue has formed in the scheduling critical section. Since the total time to schedule al proces-
sors increases more than linearly with the number of processors, if along queue formsin the scheduling critical sec-
tion (see Section 6.2.1), the increase of the execution time of the barrier-spin wait phase is also faster than linearly

with the number of processors.

Var X +Y]=Va K]+ Va],if Xand Y areindependent random variables [68].
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6.2.6. Serial Phase

Serial code can be executed in two ways. The first uses one processor to compute while others spin wait. The
second way allows all processors to do the same computation, even though every processor expects to get the same
result. The reason that we may want to use all processors to compute the same thing is that the overhead of using
only one processor can be avoided. This overhead includes a test to determine which processor should do the com-
putation at the beginning of a serial phase, and a bus access by every processor to detect the end of the serial phase.
The disadvantage of making all processors compute the same thing is that some data may have to be loaded to all
instead of only one cache. Since processors tend to make bus access at about the same time, the bus access time of
these data can become proportional to the number of processors used. Therefore this type of serial computation

should be used only when the amount of serial computation isvery small.

Most of the time seria code is executed by one processor. In our parallel programs this type of serial compu-
tation is always preceded by a barrier operation. Since those (all but one) processors that do not participate in the
serial computing spin wait at the end of serial code after they decrement the barrier counter, their barrier-spin wait
time can not be distinguished from the serial-spin wait time. So the the barrier-spin wait time is merged into the
serial execution time. Therefore some earlier remarks about the barrier-spin wait phase can be applied to the serial

phase.

The execution time of serial code can increase with the number of processors even when only one processor is
engaged in computation. There are severa reasons for this phenomenon. First, as shown earlier the barrier-spin
wait time component may increase with the number of processors. Second, all processors need to make one bus
access to detect the end of the seria phase. Since processors make this bus access at about the same time, the bus
access time is proportional to the number of processors used. If the serial phase is short, this bus access time can

become a significant part of the serial time.

The last reason for the increase in execution time is due to data sharing. If a shared data structure is jointly
updated during a parallel computation, and if the data structure is read in a subsequent serial phase, a larger part of
the data structure has to be loaded into the processor that does the serial computation when more processors are

used. More precisely, the number of cache misses can be proportiona to (1 — %), or @ since only % of the

data structure will initially be in the processor that does the serial computation.
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Therefore the total number of cache misses R generated by all processors in the seria phase can be calculated

by the following equation:

P-1

R:C1+C2P+C3

where P is the number of processors and C,, C,, and C5 constants. The second term C,P represents the cache

misses generated, for example, by the final broadcast in the serial phase. The third term C, P-1 results from the

kind of data sharing mentioned in the previous paragraph. The third term can reach its peak when only a few pro-
cessors are used. The constant term of C, accounts for the rest of cache misses during the serial phase. Thus the

above equation becomes close to alinear function of P when, for example, more than four processors are used.

If the barrier-spin wait time component is small, which is the case most of the time, the speedup characteris-
tics of the serial phase islargely determined by the above cache miss equation. When a small number of processors
is used the execution time is nearly constant because either the first term of the above equation dominates, or the bus
utilization is so low that bus access time is not the major part of the execution time. When more processors are used
the bus access time from the second term becomes more significant. Since cache misses in the second term tend to
occur at the same time, the bus access time becomes proportional to the number of processors. Therefore if the
actual serial computation is relatively short (hence the C; in the above equation is also relatively small), when
enough processors (e.g., four) are used the execution time of the serial phase becomes a linear function of the

number of processors used.
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Chapter 7
Simulation M ethodology and Benchmarks Used

7.1. Base Simulator

The multiprocessor simulation is conducted by a software multiprocessor simulator that simulates program
execution in a Symmetry-like multiprocessor. The main feature of the simulator isthat it is driven not by a memory
trace as in the traditional trace-driven simulation, but by a running parallel program. Trace-driven simulation,
which is used extensively to measure the performance of uni-processor systems, uses a set of memory traces as
input to simulate the function of the memory system. The validity of the method is based on the assumption that the
performance of the memory system does not change the instruction stream, hence the memory reference stream of a
program. This assumption usually does not hold for the execution of parallel programs. A change in the perfor-
mance of a memory system component may result in a change in the relative speed of processors, affecting the
number and the interleaving of the memory accesses in the memory access stream. Therefore the multiprocessor
simulator is designed so that it actually executes a parallel program during simulation. Memory traces are generated

on the fly to drive the memory system, which in turn controls the progress of execution in each processor.

The multiprocessor simulator simulates the functions and the timing characteristics of al major components
in amultiprocessor. During a simulation run, the simulator processes all memory access and synchronization events
as soon as they are generated, and calculates the exact timings of these events. Thus at the end the performance

statistics of the program and the usage of different system resources can be obtained.

The parallel benchmark program whose execution is to be simulated is compiled into the Intel 80386 machine
language using the Sequent Symmetry C compiler. The multiprocessor simulator then interprets the program using
the ptrace facility of Dynix. Because a ptrace call involves multiple context switches the major disadvantage of our
method is the long simulation time. Simulation of a complete program execution is possible only when the problem

sizeissmall.

During a multiprocessor simulation memory access and synchronization events are generated according to the
instruction interpreted. A memory access from a processor isfirst checked with its private cache, which may in turn
generate a number of bus accesses. Bus accesses from different caches are queued for the shared bus. A bus opera-

tion may trigger additional activity in other caches or main memory, which may in turn generate new bus accesses.
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A detail description of the function of different multiprocessor components in the simulator is given as follows.

7.1.1. Cache

The private cache uses an ownership based, invalidation type of cache coherence protocol that is similar to the
Illinois protocol [50], and the one used in Symmetry. A cache block can be in one of the four states: invalid,
readonly-private, readonly-shared and dirty. A cache block isin the readonly-private state when the block is clean
and no other cache has the data, in the readonly-shared state when the block is clean and other caches may have
clean copies of the data, and in the dirty state when the block is modified and is not written back to main memory.
Each cache has two sets of tag memory, with one used for bus snooping and the other for processor access. The tag
memory used for snooping control contains all four states to guarantee the proper function of the cache coherence
protocol. The processor side tag memory has only three states (invalid, readonly and dirty), and is used to increase
the cache availability to the processor. Since the processor side tag memory does not contain the complete informa-
tion of a cache block, the processor sometimes has to check the bus side tag memory to decide what action to take

for amemory access.

The snoop controller of each private cache monitors bus activity continuously. In response to certain bus
events the controller changes the state of cache blocks on the bus side tag memory, and if necessary, on the proces-

sor side tag memory at alater time.

7.1.2. Shared Bus

The shared bus is a split transaction, or packet switched bus similar to the one used on Symmetry. Higher
priority is given to reply requests (the responses to earlier read or read-modify requests), and the FCFS policy is

used to resolve the remaining bus conflicts.

7.1.3. Main Memory

The main memory is modeled as a pipelined device which can accept one request on each cycle. Thisisreal-
istic because requests can only come from the bus, which supplies at most one regquest on each cycle. The main

memory latency is assumed to be constant.
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7.1.4. Synchronization

Synchronization is done by locking the private cache. In the Intel 80386 architecture, a lock signal is sent

from a processor when a locked instruction is executed! . During the execution of the locked instruction the local
cache is unavailable to external bus requests. All the external bus requests to the locked cache will be queued and
not processed until the locked instruction is finished. A locked cache does not forbid the transfer of ownership,
however, even for the cache block that contains the lock variable. Therefore when multiple processors execute
locked instructions that access the same lock variable at about the same time, the ownership of the block will be
passed from one cache to another on each bus cycle. All the requests to the lock variable thus form a chain (or a
gueue) starting from the cache that currently has the lock. The chain is unwound later when the actua transfer of

the cache block takes place.

7.2. Benchmarks

Five benchmarks are chosen for performance analysis. They are i) GAUSS, or Gaussian Elimination, which
solves a linear system Ax = B, ii) FFT, or Fast Fourier Transform, which calculates the harmonic content of a
motion, iii) SOR, which uses an asynchronous parallel successive overrelaxation method to solve a symmetric linear
complementarity problem, vi) MSORT, which sorts an array of numbers, and v) TREE, which finds an arbitrary
spanning tree of a graph. All programs are written in C and use the parallel library functions provided by Dynix.
These programs are compiled into Intel 80386 machine language code before running by the multiprocessor simula

tor. The program code with commentsisincluded in the Appendix.

7.2.1. Paralldlizing Methods

Various paraleizing methods are used in these benchmarks. The simplest one makes a straightforward
conversion from the serial code: distributing all iterations of the innermost (FFT) or the second innermost (GAUSS,
SOR) loops to processors. Loop iterations of these loops can be executed in any order and little or no synchroniza-
tion is needed between iterations. Therefore the amount of parallelism is proportional to the number of iterationsin

the loops, or equivalently, to the problem size. One feature of this parallelizing method is that, if parallelizing over-

Any instruction in the Intel 80386 processor can become a locked instruction as long as the instruction is prefixed with a
lock byte in the program code. Normally only the instructions that make access to lock variables are prefixed with the lock byte.
The only locked instruction used in the five benchmarks is xchgb, or exchange-byte, a variant of test& set instruction.
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head such as scheduling, communication (through critical section) and barrier operations is excluded, the total

amount of computation isthe same for the serial and the parallel algorithms.

The parallel algorithms used for the remaining two benchmarks (MSORT and TREE) are quite different from
their serial counterparts. The innermost loops of the serial algorithms are not suitable for parallelization using the
above simple method, because data dependencies exist between iterations of the loops. The parallel algorithms used
for the two benchmarks are also quite different from each other, but they are all capable of creating O(N), N being
the problem size, of parallelism. The major drawback of these algorithms is that the total computation is increased
by O(logN) from their serial versions. Because of the increase of computation these parallel algorithms have limited
utility because potential speedup over the seria solution is realizable only when the number of processors used is
comparable to the problem size. However, the emphasisin my study is to analyze the interactions between parallel
programs and the multiprocessor that runs them, not finding the maximum speedup for a particular problem. There-
fore the impracticability or inefficiency of parallel agorithms relative to their serial counterparts is not an important

concern here.

7.2.2. Description of Program Structure

Since the speedup characteristics of aparallel program is strongly affected by the way the program is parallel-
ized, | will describe each benchmark in detail, especially the way the major computation is partitioned and
scheduled. | will also show program structures to facilitate the discussion of the simulation result. The program

structures are described in pseudo-code as follows.
Parallel Loop (I,IM): aparalelized loop. Theloop is statically scheduled, and thus consists of an | ndependent com-
puting phase, or an | ndependent computing and a coM munication phase.

Parallel Loop (9,9M): also a parallelized loop. The loop is dynamically scheduled, and consists of a Scheduling

and an | ndependent computing phase, or in addition to the two phases, a coM munication phase.
Serial: consisting of abarrier and a seria phase.
Barrier consisting of abarrier and a barrier-spin wait phases.

As an example, a segment of parallel program in Figure 7.1, which is the innermost loop of the benchmark

SOR, can be described in pseudo-code in Figure 7.2.
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1. while (1) {
2 GET_WORK( nywor k, n) /* scheduling critical section,
fetching aloop index */
3 if (ixsi[mywork]) continue;
4, /* working on the ith column;
5. compute the scalar product of M and x */
6. for (w = g[mywork], j = ja[mywork];
7. i <ija] rryvvork+1] j+4)
8. ww += as[j] * x[ia[j]];
9. wt = x[mywork] - one * d|ag[rrywork] * Wy
10. if (wt <0.0) {
11. i X[ mywor K] ++;
12. w = 0.0;
13. }
14. x = X[ nywor K] ;
15. X[ mywor k] = wt;
16. xx = dabs((xx - x[nywork]));
17. S LOCK( &di ffl ock); /* communication critical section; see
whether further relaxation is needed */
18. if (xx >diff) diff = xx;
19. S UNLOCK( &di f f | ock) ;
20. }

21. ny_S WAIT_BARRI ER2( bp, workp); /* barrier operation */

Figure7.1: Thelnnermost Loop of The Benchmark SOR

In this figure GET_WORK( mywor k, n) isamacro that implements simple self-scheduling inside a critical sec-
tion; S LOCK(&di ffl ock) and S , UNLOCK( &di f f | ock) implement the prolog and epilog of a critical sec-
tion using the test&test& set code sequence; ny_S_WAI T_BARRI ER2(bp, wor kp) implements the barrier
operation. All these macros are written in 386 assembly code. Line 2 represents the scheduling phase, line 3 to
linel6 the Independent Computing phase, line 17 to line 19 the communication phase, and line 21 the barrier and
barrier-spin wait phase (the two phases are distinguishable in the assembly code extension of the macro).

Paral l el Loop (SIM /* line1toline 20 of Figure 7.1 */
Barrier /* line 21 of Figure 7.1 */

Figure7.2: Psuedo-Code Representation of the Program in Figure 7.1

7.2.3. GAUSS

Program Structure
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| oop {
Paral l el Loop (I) [* calculate the **weight’’

for each row to select pivot */

Seri al [* select the pivot row */
Paral l el Loop (SI) /* updateeachrow */
Barri er

}

Paral l el Loop (I) /* calculate the result */

Barri er

GAUSS, or Gaussian Elimination solves the linear system Ax = B, where A is a square matrix of order N, and
b an N-vector. The matrix is transformed to an upper-triangular matrix with all diagonal entries nonzero by for-
ward elimination. A subsequent backward substitution derives the solution for x In the parallel algorithm the for-
ward elimination step is modified so that a diagonal instead of an upper triangular matrix is created at the end. This
modification makes it easier to distribute computational work evenly to processors. The pivot strategy used in the

algorithm is scaled partial pivoting [19].

The complete computation involves multiple sweeps of the matrix. Each sweep starts with a parallel phase, in
which a weight array is calculated from the matrix A for the latter pivot selection. This is followed by a seria
phase, in which one processor selects the pivot row, and a parallel phase, in which all processors update the matrix
independently based on the value of the pivot row. At the end of each sweep a barrier operation synchronizes all

processors. After N sweeps through the matrix a parallel phase produces the final results.

Both static and dynamic scheduling methods are used in this program. Static scheduling is used in the parallel
loop that calculates the weight array and the loop that calculate the final results. Only the parallel loop that update

the matrix uses dynamic scheduling.

7.24. FFT

Program Structure

Seri al
| oop {
Seri al [* two arrays exchange roles;
calculate some loop invariants */
Paral |l el Loop (SI) [*transformation of array */
Barrier

The input to the FFT (Fast Fourier Transform) problem is a motion in the time domain, and the output is the

frequency content of the motion [19]. The input as well as the output is an array of numbers. The data in the input



array undergoes multiple steps of transformation to generate the output at the end. In the program two arrays are
used to carry out each step of the transformation: one stores the input array, the other the temporary result. At suc-

cessive steps of transformation the two arrays exchanges roles as input and output arrays.

During each step of transformation a new array is generated. Since each array element can be independently
generated, computation of one array element, which involves reading some elements of the input array and writing
one element to the output array, is used as the scheduling unit. All computation is distributed to processors using a

dynamic scheduling policy.

7.2.5. SOR

Program Structure

| oop {
| oop {
Seri al [* calculate loop invariants */
Paral l el Loop (SIM [* update the array z*/
Barri er
Seri al [* check to see if further relaxation is necessary */

The SOR (Successive Over-Relaxation) method is used to solve the symmetric linear complementarity prob-

lem
Mz+q=20, z20,z(Mz+q)=0

A particular version of asynchronous SOR is used for analysis [42]. Matrix M is a read-only sparse matrix. Ele-
ments of the matrix are compressed and stored in an array, with separate arrays to store the row and column indices.
Data elements in the array z are dynamically selected by each processor and updated, and the new values computed

by processors are made available immediately to all other processors as soon as they are generated.

The structure of the parallel program is similar to that of FFT. The only difference is that at the end of the
independent computing phase there is an additional synchronization operation in SOR. The operation involves a
modification to a shared flag inside a critical section, to signify the intention for further relaxation or the end of com-

putation.
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7.26. MSORT

Program Structure

| oop {
Seri al [* two arrays exchanges the input/output roles */
Paral |l el Loop (SI) [* merge sort */
Barrier

}

MSORT sorts a list of numbers by using a combination of quick sort and merge sort. The list is first divided
evenly into 64 parts. The sublists are sorted separately using quick sort. The sorted sublists are then put in a central
task queue, where sublists are paired up and merged to form larger sublists. Merging sublists is done in parallél.
Each process takes an element from one list and calculates its position in the merged list. The position of the ele-

ment is calculated by a binary search in the other sublist to be merged with.

Although both quick sort and merge sort in the MSORT benchmark can be parallelized, the quick sort is less
interesting and is accomplished with only one processor. Therefore performance statistics is collected only during

the merge sort phase.

7.2.7. TREE

Program Structure

Seri al
Paral l el Loop (I) [* create the one-vertex forest */
| oop {
Seri al [* initialize loop invariants */
Parall el Loop (I) [* short-cutting (doubling) to
reduce tree height */
Barrier
Paral l el Loop (I) /* if ahooking is possible,
determine where to hook */
Barrier
Paral |l el Loop (SI) [* actual hooking of two trees*/
Barrier
}

TREE derives an unrooted spanning tree from an undirected connected graph by using a modification of the
Shiloach-Vishkin connected components algorithm [59]. Finding an arbitrary or qualified spanning tree from a
graph is a common step in many graph algorithms. The serial algorithm visits each node and edge in turn and takes

O(N) time. The parallel algorithm can process all the nodes and edges at the same time, but it requires only O(logN)
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stepsto finish.

The parallel algorithm tries to build up *‘ connectivity’’ trees step by step, starting from a forest in which each
tree contains just one vertex. At each step trees that are connected in the original graph are **hooked'’, or merged in
pairs. Successive merging steps increase the tree size exponentially. Thus in O(logN) steps groups of connected
vertices will form the largest possible tree, which immediately give the information of the connectivity of all ver-

tices. The desired spanning trees are generated as a by-product of developing the connectivity trees.

During each step a processor repeatedly takes a vertex or an edge to operate. Both static and dynamic
scheduling policies are used. The dynamic scheduling policy is used only when the processing time for a vertex or
an edge is highly variable. The major data structures are arrays of records, which store the attributes of the nodes

and edges. Thetopology of the trees and graphs, however, are represented by adjacency lists.

7.3. Simulation Conditions

The performance of a parallel program can be affected by many factors such as parallelizing strategy, data
structures and multiprocessor configuration. Complete knowledge of speedup characteristics can be obtained by
exploring all possible combinations of parameter values, a task that may require an unrealistic amount of time.
Therefore in this ssimulation study the values of all multiprocessor system parameters except the number of proces-
sorsare fixed. The research isthen focused on finding most, if not al, of the important phenomena that characterize

the speedup of parallel programs, instead of identifying all possible occasions that each particular may occur.

7.3.1. Multiprocessor Configuration

The values of multiprocessor parameters used in simulations are chosen so that they are as redlistic as possi-
ble. Most of the values are close to the hardware specifications in the Symmetry multiprocessor. In particular, the
multiprocessor has i) the zero-memory-wait-state processor speed of 3 cycles per instruction; ii) infinitely large,
write-back caches with 4 byte cache blocks; iii) a split transaction bus with bus width of 4 bytes and multiplexed
address and data lines; iv) main memory latencies of 3 cycles; v) 2, 4, 8, 16, 32 or 64 processors. Note that the
minimum cache block size of 4 bytes is used to avoid the false sharing problem,! because it is hard to isolate and

guantify its effect.

When two or more processors are actively accessing and modifying disjoint sets of data, which happen to be allocated to
the same cache block. Thisresultsin thrashing of the cache blocks among the competing processors.
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When simulation starts each processor executes instructions continuously until a memory access is required.
Checking the processor-side cache directory takes one cycle (details of the hardware organization can be found in
Section 7.1). If the memory access is a cache hit the processor resumes execution immediately. Otherwise either
the bus-side cache directory is checked, or a bus access is needed to put arequest (which may be an invalidation) on
the bus. Checking the directory or sending a request on the bus takes one cycle, in addition to the undeterministic
gueuing delay for the cache directory or the bus. Transferring a cache block (4 bytes) on the bus takes one bus
cycle, and loading it into the cache takes another cycle. After the cache block is loaded the waiting processor re-
issues the memory access, and spends one cycles for the expected cache hit. Write back of a cache block takes two

cycles on the bus, one for the request (including address), and the other for the data.

7.3.2. Benchmark Program Size

The problem size of each benchmark has been kept small because of the slow instruction interpretation rate of
the simulator. This deficiency isameliorated by running each benchmark with two different sizes. By observing the
trend of the result from the small to the larger problem size, the results for much larger problem sizes can be extra-

polated.

The problem size limits the amount of parallelism available, which in turn determines the maximum number
of processors that can be utilized. The matrix size in GAUSSis 82 32 or 84 64, in SOR 84 64 or 256 256. The
array sizein FFT, MSORT is 128 or 512, and in TREE 64 or 256. The data elementsin all shared data structures are

either integers or real numbers of 4 bytes.

Another important aspect of the benchmark programs is the executable code generated by the compiler. One
major concern is the code it generates for critical sections. The current compiler on Symmetry generates a code
sequence that implements test& test& set.  Since the simulator interprets the code generated by the compiler, the

basi ¢ synchronization mechanism used in the simulation is al so test& test& set.

7.3.3. Conducting Simulation

Although the execution of each benchmark is simulated completely, statistics are not collected during the ini-
tialization part of the execution. Only after all processes are created and the program starts to solve the problem
does the statistics collection begin. All processes are manipulated to start at the same time in the simulation, even

though they are created, or forked at different times. Statistics are collected until the simulation stops, usually when
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the solution is generated in the output data structures.

Since the speedup characteristics of different parallel loops, especially the dynamically scheduled ones, can
be very different even when all these loops belong to the same program, performance statistics have to be collected
separately for each parallel loop so that the collected results are easier to analyze. Two benchmarks have multiple
parallel loops: GAUSS and TREE. In each of the two benchmarks only the most important parallel loop is dynami-
cally scheduled, with all the remainings statically scheduled (see the program structures in Section 7.2). Although
statistics are collected for al the loops, in the following chapters where the collected results are analyzed, only the

statistics of the dynamically scheduled loops will be discussed.

Statistics for shared access are collected separately. Shared accesses in the ssimulation are identified by their
addresses, because on the Symmetry when a parallel program is compiled and lined, a particular memory region can

be set aside exclusively for allocating shared variables.

7.4. Overview of Results

7.4.1. Simulation Statistics

Several simulation statistics are shown in Table 7.1 for the two-processor multiprocessor configuration. Table

7.1 lists the simulation time (simulated, or virtua time) and the average number of accesses, shared accesses and

Benchmark Problem Size | Simulation Number of (per Processor)

(array/matrix) | time(cycle) | Access | Shared Acc. | Instruction

GAUSS 3P2x32 1.8M 650K 110K 370K

64 x 64 13M 4700K 744K 2700K

FET 128 0.33M 110K 16K 70K

512 1.7M 550K 82K 360K

SOR 64 %64 0.5M 190K 32K 93K

256 x 256 6.2M 2400K 410K 1100K

128 0.3M 90K 10K 66K

MSORT 512 1.5M 460K 48K 340K

TREE 64 0.16M 58K 13K 31K

256 0.64M 230K 50K 120k

Table7.1: Simulation Statistics For 2-Processor Configuration
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instructions made by each processor for each benchmark. The two benchmarks GAUSS and SOR, which use the
larger data sets (matrices), execute more instructions and make more memory accesses. However, no matter how
much different the number of accesses each benchmark makes, shared accesses are always about 11% to 23% of the
total accesses, which includes instruction fetches. Thisratio in fact is also quite insensitive to the change in problem
size.

Simulation statistics are not shown for multiprocessor configurations with more processors. However, most
of this information can be inferred from the discussion of the simulation results in the following chapters. In gen-
eral, any of the above quantities can increase of decrease when more processors are used, depending upon the

characteristics of the individual benchmarks.

The real time to conduct the simulation, however, always increases with the number of processors in a
configuration. Thisis because the simulation, though a multi-tasking job by itself, essentially processes one event at
atime in the simulated multiprocessor. Since the more processors used for a benchmark program, the higher the
total number of bus accesses made from all processors, (an important finding in our study), the simulator needs to
process more events and hence requires alonger simulation time. The simulation can interpret on the order of afew

million instructions per day.

7.4.2. Organization of Result Discussion

Since the objective of thisresearch isto demonstrate the distinct execution characteristics of different compu-
tational phases, the simulation results are discussed separately for each phase in the next two chapters (Chapter 8
and Chapter 9). Chapter 8 discusses the three most important and also close related computational phasesin parallel
execution: scheduling, independent computing and communication phases. Chapter 9 deals with the others, includ-
ing the barrier, barrier-spin wait, and serial phases, for which | will demonstrate that their effect on parallel execu-
tion is very limited for our study environment. One major result from the discussion in these two chapters is that
synchronization can be a performance bottleneck. This becomes the motivation for a separate chapter (Chapter 10)

that is dedicated to the study of both hardware and software solutions to the synchronization problem.
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Chapter 8
Scheduling, Independent Computing and Communication Phases

8.1. Introduction

In this chapter the program behavior in the scheduling, independent computing and communication phases of
parallel program execution is discussed. The three computational phases are important because a parallel program
spends most of itstime in them. Various performance statistics such as the execution times and miss ratios in each
phase are presented and analyzed. Special emphasis is put on the speedup characteristics, or the trend of perfor-

mance statistics when more processors are used.

A separate section is dedicated for each of the three phases. In each section the speedup characteristics of the
execution time leads the discussion. For easier comparison between benchmarks it would be better to present the
execution times of all benchmarks in the same graph. But thisis difficult because large disparities exist between the
execution times of different benchmarks. Since comparing the times in their absolute termsis not a major concern
in my study, they are normalized according to the benchmark used. The normalizing base chosen for each bench-
mark is the execution time of the benchmark when two processors are used. A normalized execution time isthe true
execution time divided by its normalizing base. Since the true execution time is seldom useful, unless specified oth-

erwise, from this point the execution time simply means the normalized execution time, unless mentioned otherwise.

Note that another good choice for a normalizing base is the execution times of the serial solutions to the
benchmark problems. In so doing the normalized execution time will immediately reflect the speedup of a parallel
solution relative to its serial one. However, comparing the performance between the serial and the parallel solutions
of a problem can be a very different research concern since the algorithm and coding style of a serial program may
be very different from that of its parallel version. This study, though interesting by itself, falls outside the scope of

thisthesis research.

Since the multiprocessor simulation is slow, it is barely feasible to run with small problem sizes. To
ameliorate the problem each benchmark is run with two different problem sizes. | will first give adetail analysis for
the results derived from the smaller problem size, and then examine the results for the larger problem size. The

objective isto find the trend in performance statistics so that | can project the result for the larger problem sizes.
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8.2. Scheduling Phase

The normalized execution time of the scheduling phase, and the proportion of the execution time to the total
time for each benchmark are shown respectively in Figures 8.1(a) and 8.1(b). Figure 8.1(a) indicates that all, except
the execution times for the benchmark TREE, exhibit an initial decrease and a subsequent increase as more proces-
sors are added to the system. For the benchmark FFT and MSORT the scheduling time starts the upward swing (or

at its lowest value) when 8 processors are used, and for the benchmark GAUSS and SOR, at the 16 processor
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Figure8.1: Normalized Execution Times of the Scheduling Phase and the Proportion in
Total Execution Times

Figure 8.1(a) shows the normalized execution time of the scheduling phase. The normalizing factor for each line
(benchmark) is the total execution time of the benchmark when two processors are used. Each data point represents
the scheduling time of only one parallel loop, which is dynamically scheduled with simple self-scheduling policy
(see Section 6.1.3). All except the benchmark TREE show an ainitial decrease in execution time when more pro-
cessors are added to the two processor configuration. But eventually the execution times of all benchmarks start to
increase when enough processors have been used. Figure 8.1(b) shows the proportion of scheduling time to the total
execution time for each benchmark. In all cases the proportion of scheduling time becomes larger when more pro-
Cessors are used.

92



configuration. After thislowest point the scheduling time increases rapidly when more processors are used. For all
except the benchmark TREE, doubling the number of processors can increase the scheduling time by more than 2-

fold.

The scheduling time drops initially because each processor goes through the scheduling critical section fewer
number of times as more processors participate in the computation. The scheduling time eventualy starts to
increase because the bus access latency becomes larger and the bus demand higher. The bus access latency
increases because the bus utilization is higher as more processors are competing for the bus. The bus demand
increases because if the scheduling critical section can not schedule processors fast enough, extra bus traffic will be
generated by processors waiting to enter the critical section (explained in Section 6.2.1). Table 8.1 shows the
increase in total bus demand by the shared accesses from all processors, the average number of processors inside or
waiting to enter the scheduling critical section, and the average number of processors that are in the independent

computing or communication phase.

It isclear from Table 8.1 that when the scheduling critical section starts or is about to saturate the bus demand
can increase very fast (see highlighted entries for the benchmarks GAUSS, FFT & SOR, and the entries just above
the highlighted entries for the benchmarks MSORT and TREE). In these entries (or multiprocessor configurations)
the average scheduling queue lengths are at least 2.79 processors. Since processors waiting to enter the critical sec-
tion can generate alot of bus traffic (the amount of bus traffic generated by scheduling one loop iteration is propor-
tional to the queue length. See Section 6.2.1) if the critical section isimplemented with test& test& set [28], it is not
surprising to see in Table 8.1 and Figure 8.1 that for each benchmark the surge in total bus demand coincides with
the configuration when the scheduling critical section starts, or is about to saturate, and also coincides with a rela

tively large, if not the largest increase in the execution time when the number of processorsisincreased.

Table 8.1 suggests that, with loop level paralelization fewer than 32 processors can be used before the
scheduling critical section becomes saturated. Using more processors will not reduce the execution time of a paral-
lel loop whether the bus utilization has reached 100% or not, as indicated by Table 8.2. It is apparent from Table

8.2 and Table 8.1 that when the scheduling critical section saturates the bus may not have been fully utilized. Since

the only two queues in the system are the scheduling critical section and the shared bus,® and only the shared

Benchmark SOR has another shared resource: the communication critical section. But the critical section has smaller ef-
fect than the other two exclusive resources because processors spend only a small amount of time in this phase (see Figure 8.5
and Section 8.4).
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Number of GAUSS FFT SOR
Processors | IB QL IC IB QL IC IB QL IC
2 - 0.09 191 - 020 18 - 0.08 192
4 13 0.22 378 | 11 042 358 | 15 0.17 3.83
8 18 0.75 725 | 1.2 102 698 | 14 0.46 7.54
16 2.6 374 1226 | 65 792 808 | 1.9 1.82 14.18
32 33 1831 1369 | 24 2544 656 | 58 1393 18.07
64 - - - 24 5868 532 | 35 4624 17.76
Number of MSORT TREE
Processors | IB QL IC IB QL IC
2 - 017 183 - 0.87 113
4 12 039 361 | 30 279 121
8 14 108 6.92 | 24 6.68 1.32
16 4.1 682 918 | 1.8 1451 1.49
32 29 2500 7 18 3047 153
64 24 5866 534 | 21 6239 161

IB: Increase of the Total Bus Demand,;
QL: Average Scheduling Queue Length;
IC: Number of Processors in independent Computing or Communication phase;

Table8.1: Increase of the Total Bus Demand from Shared Access, the the Number of Processorsin
Different Computational Phases

The total bus demand of shared access in the scheduling phase is the total humber of shared misses (including in-
validations) from all processors during this phase. The increase in the total bus demand of a particular
configuration is the ratio of the total bus demand of the configuration to the total bus demand of the configuration
that has only half as many processors. For example, for the benchmark GAUSS the total bus demand from shared
access when the number of processors 32 is 3.33 times of the total bus demand when the number of processorsis 16.
The average scheduling queue length is calculated based on the proportion of time a processor spends in each of the
scheduling, independent computing and communication phases. Since during the execution of a parallel loop a pro-
cessor should be in one of the three phases, the average number of processors that can simultaneously be in any
phase is therefore proportional to the time a processor spends in that phase. The average number of processors that
can simultaneously be in the scheduling phase is also the average queue length of the scheduling critical section.
The number of processors that can simultaneously be in independent computing or communication phases is calcu-
lated in the same way as the average scheduling queue length.

The entries (configurations) where the scheduling critical section starts to saturate (i.e., with 100% utilization) are
highlighted (in boldface). In these entries the scheduling queue lengths at any time are at least 1, 1, 4, 19 and 3 pro-
cessors for the benchmarks GAUSS, FFT, SOR, MSORT and TREE respectively. The entries above the highlighted
ones have less than 100% utilization, and the entries below have 100% utilization.

resources can become performance bottleneck, Table 8.1 and Table 8.2 have shown that, with loop level paralleliza

tion scheduling can become the performance bottleneck even ahead of the shared bus.

Increasing the granularity of parallelism, or the amount of work for independent computing after each
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Number of Bus Utilization
Processors | GAUSS FFT SOR MSORT | TREE
2 1.9% 8.8% 6.5% 9.2% 8.3%
4 15% 14% 16% 15% 24%
8 36% 28% 41% 29% 56%
16 75% 73% 84% 72% 90%
32 96% 96% 99% 97% 97%
64 - 99% 99% 99% 99%

Table8.2: BusUtilization in the Scheduling Phase

This table gives the bus utilization in the scheduling phase. The results are meant to be compared with those in
Table 8.1. In both tables entries that correspond to the configurations where the scheduling critical section starts to
saturate are highlighted (in boldface).

scheduling can reduce the possibility of forming a queue (or waiting) in the scheduling critical section, but this may
not always be possible. A better alternative is to find more efficient scheduling mechanisms and more efficient syn-
chronization mechanisms (which are at the heart of the scheduling operation). This will be the main topic in
Chapter 10 that evaluates the different hardware and software synchronization solutions for bus based multiproces-

sors.
8.3. Independent Computing Phase

8.3.1. Execution Times

The normalized execution time of the independent computing phase, and the proportion of this time to the
total execution time for each benchmark are shown in Figures 8.2(a) and 8.2(b). Figure 8.2(a) indicates that perfect
speedup is possible only for configurations with small numbers of processors. When enough processors are used, 32
for example, execution time is reduced only marginally when the number of processors isincreased. Since the only
shared resource (hardware or software) used in this phase is the bus, the performance bottleneck in this phase is the
bus bandwidth, and the speedup is closely related to the bus utilization. Table 8.3 shows the speedup and the bus

utilization of the independent computing phase.

In Table 8.3 the highlighted entries split al configurations into two groups: one group includes those that are

above the highlighted entries, and the other group the remaining, including the highlighted entries. One prominent
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Figure 8.2: Normalized Execution Times of the Independent Computing Phase and the Proportion in
Total Execution Times

Figure (a) shows the speedup characteristics of the execution time for the independent computing phase. When a
smaller number of processors is used the execution time can be reduced in half if the number of processors is dou-
bled. The speedup levels off when enough processors has aready been used. However, even though the execution
time of the independent computing phase barely decreases, its proportion in the total time still decrease continuously
as more processors are added (Figure (b)). Thisis due to the increase of execution times in other computational
phases, notably the scheduling phase.

difference between the two groups is that, in the first group the ratios of bus utilizations, if calculated in the same
way as the ratio of execution timesis calculated in thistable, are all greater than 2; whereas in the second group all
the ratios are smaller than 2. The fact that the ratio of bus utilizations can be greater than 2 indicates that the busis
more congested not only because the number of processors is doubled (which can make the ratio of bus utilizations
at most equal to 2), but also the bus requirement of each processor has become larger. Long term bus requirement is
dominated by cache miss from shared access, whose speedup characteristics will be thoroughly investigated in the

next section.
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8.3.2. MissRatio of Shared Access

Table 8.4 lists the miss ratios of shared reads and shared writes, as well as the proportion of shared reads in
shared accesses. Table 8.4 indicates that the bus requirement of each processor indeed increases with the number of
processors. The missratio of shared reads increases steadily as the number of processorsis doubled. The missratio
of shared write, on the other hand, increases toward the maximum 100% very rapidly. That nearly al shared writes
are misses (write misses include invalidations, see definition of write misses in Section 6.1.1) is not surprising,
because a shared data item is likely be read by multiple processors before it is modified (hence an invalidation
needed). If the shared dataitem is not read, or read by only one processor before the data is modified, with dynamic
scheduling it is very unlikely that the same part of the shared data structures is read and modified by the same pro-

€essor in successive executions of a parallel 1oop, even with only afew processors.

Since the miss ratio of shared writes comes close to 100% when only a few processors are used, the increase
in the bus requirement of each processor comes mainly from the increase in the shared read miss ratio. Although
the shared read missratio is always smaller than that of shared writes, with a larger portion of shared accesses being
reads, cache misses from shared reads can be a significant proportion of all shared misses. Table 8.5 shows the

exact proportion of shared read misses in total shared misses. As indicated in Table 8.5, in amost all cases the

Number of Ratio of Execution Times (RT) & Bus Utilization (%) (BU)
of GAUSS FFT SOR MSORT TREE
Processors | RT BU RT BU RT BU RT BU RT BU
2 - 33 - 2.6 - 3.7 - 18 - 8.1
4 0.52 9.6 | 051 78 | 052 124 | 051 6.0 | 052 242
8 051 241 | 051 196 | 053 339 | 051 175 | 054 56.8
16 052 592 | 054 748 | 057 813 | 053 619 | 061 927
32 070 970 | 066 975 | 090 982 | 064 974 | 084 983
64 - - 087 994 | 097 997 | 083 992 | 1.03 99.2

Table8.3: Speedup and Bus Utilization

This table shows the speedup and the bus utilization in the independent computing phase. For each configuration
the speedup is represented by the ratio of the execution time of the configuration to the execution time of the
configuration that has only half as many processors. For example, the execution time of the benchmark GAUSS in
the independent computing phase when 32 processors are used (the entry in boldface) is 0.7 of the execution time
when 16 processors are used. The highlighted (in boldface) entries indicate where the speedup has started to level
off.
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majority of shared misses come from shared reads.

The increase in the shared read miss ratio when more processors are used results from al three factors dis-
cussed earlier: dynamic scheduling, fine grain sharing and reference spreading. 1t would be better if the simulations

can collect cache miss statistics separately for the three factors so that individual effects can be isolated, possibly

Number of Shared Read Miss Ratio (R) & Shared Write Miss Ratio (W)
of GAUSS FFT SOR MSORT TREE
Processor R W R W R W R W R W
2 005 051|007 089|014 084 | 007 09 | 010 091
4 011 088 | 011 098 | 024 089 | 0.14 098 | 018 0.96
8 016 094 | 014 099 | 037 09 | 021 099 | 031 0.97
16 021 098 | 017 100 | 053 093 | 027 100 | 039 0.99
32 027 099 | 020 100 | 062 093 | 0.30 100 | 045 0.99
64 - - 024 100 | 067 093 ]| 033 100 | 050 100
Proportion of
Shared Read 0.87 0.93 0.99 0.94 0.95

Table8.4: MissRatio of Shared Accesses, and the Proportion of Shared Read

This table lists the miss ratios of the two types of shared access, and the proportion of the shared reads in shared
accesses (the proportion of the shared write is (1 — the proportion of shared reads)). The miss ratio of shared writes
has come close to 100% with just a few processors. The miss ratio of shared reads are smaller. But since a large
majority of shared access are reads, the bus requirement of shared reads, or the number of cache misses generated,
isat least comparable to that of shared writes (see Table 8.5).

Note that since the total number of shared reads or shared writes in the independent computing phase remains
the same no matter how many processors are used, the shared read/write missratio in thisfigure is also proportional
to the number of shared read/write misses generated by each processor.

Number of Proportion of Shared Read Misses in All Shared Misses
Processors GAUSS FFT SOR MSORT TREE

2 0.40 0.51 0.93 0.52 0.70

4 0.45 0.60 0.96 0.69 0.80

8 0.52 0.65 0.97 0.77 0.87

16 0.58 0.68 0.98 0.81 0.89

32 0.64 0.72 0.98 0.83 0.91

64 - 0.76 0.98 0.84 0.91

Table8.5: Proportion of Shared Read Missesin All Shared Misses

Thistable shows how much likely a shared missis contributed by a shared read. All information in thistable can be
calculated from Table 8.4. Asindicated in al except two cases the majority of misses are originated from shared
reads. Another interesting fact is that the proportion of shared read misses increases consistently as more processors
are used.
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making it easier to project the result for a much larger multiprocessor configuration. However, this is not possible

because it is difficult to decide the cause of every cache missin asimulation.

Although the effects of the three factors can not be distinguished, the resulting shared read miss ratio in Table
8.4 still shows a surprisingly simple and consistent trend. The trend is more obviousin Figure 8.3, which depicts the
same information as in Table 8.4. In Figure 8.3(a) al lines are ailmost straight, indicating an approximate linear
relationship between the miss ratio of shared reads and the logarithm of the number of processors. This linear rela-
tionship, however, can not be extrapolated to the cases when more than 64 processors are used, because it is
apparent that the read miss ratio increases sightly less than linearly, or leveled off when 32 or more processors are

used. No satisfactory explanation has been found for this simple relationship. But the relationship certainly is an

MSORT, FFT

7777777777777777777777777777777777777777

Number of Processors Number of Processors
(a) MissRatio of Shared Read (b) Miss Ratio of Shared Write

Figure8.3: MissRatios of Shared Read and Shared Write

These two figures show the miss ratios of the shared reads and the shared writes in the independent computing
phase, and contain the same information as Table 8.4. The miss ratio of shared reads increases steadily, in fact
about linearly to the logarithm of the number of processors for some of the benchmarks.
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interesting coincidence for al five benchmarks, especially because the effect of fine grain data sharing is so much

problem/algorithm dependent that there is no general way to quantify it completely.

8.3.2.1. Scheduling Policy

In previous discussions, loop iterations, or units of independent computation in parallel loops are al dynami-
cally scheduled. The alternative is to use static scheduling, which assigns a fixed number of iterations to each pro-
cessor during compilation time or at the beginning of program execution. Besides the trade-off between scheduling
overhead and workload balance, the scheduling policy also affects the cache miss ratio of shared access in the
independent computing phase. To find the effect of using different scheduling policies, simulations are conducted
for each benchmark with al the parallel loops changed from dynamic scheduling to static scheduling. The resulting
miss ratios of shared reads and shared writes in the independent computing phase are shown in both Table 8.6 and

Figure 8.4.

Comparing Figure 8.4(a) to Figure 8.3(a) we can see that with static scheduling the miss ratio of shared reads
is significantly reduced for the benchmarks GAUSS, SOR (both by at least 45%, any configuration) and TREE (by
at least 80%, any configuration). Thisis because in these benchmarks we are able to statically distribute the compu-
tation in the parallel loops to all processors so that each processor aways, or at least most of the time, access the
same set of data (including the readonly ones) during successive executions of the loops. The shared data structures
in the other two benchmarks: FFT and MSORT, however, are mostly subjected to fine grain data sharing. Therefore
the miss ratios of shared reads for the two benchmarks remain almost the same as if the parallel 1oops are dynami-

cally scheduled.

Fine grain data sharing, in fact, can be totally avoided in benchmark GAUSS with static scheduling. In this
case all the shared read misses are solely attributed to reference spreading (for detail see Section 6.2.2.3), and the
miss ratio of shared reads, as discussed earlier, becomes a linear function of the number of processors. The miss

ratios of shared reads M for benchmark GAUSS in Table 8.6 are accurately represented by the following equation:
Mg =—0.00442 + 0.00471 x P

Reference spreading also exists in the other four benchmarks. But its effect is compounded by fine grain sharing

and, in the case of benchmark SOR, the asynchronous nature of the accesses in the algorithm.
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Number of Shared Read Miss Ratio (R) & Shared Write Miss Ratio (W)
of GAUSS FFT SOR MSORT TREE
Processors R W R W R W R W R W
2 0005 003 | 006 089|008 078|006 090 | 0021 081
4 0014 003 | 010 098 | 010 079 | 014 096 | 0032 0.92
8 0033 003 | 013 099 | 013 080 | 021 098 | 0.046 0.96
16 0071 003 | 015 100 | 018 079 | 026 0.99 | 0.051 0.97
32 0.15 003 | 019 100 | 023 080 | 030 099 | 0068 0.97
64 - - 024 100 | 028 080 ] 035 099 | 0087 0.98

Table8.6: MissRatio of Shared Reads and Shared Writes

2 4

Number of Processors
(a) Miss Ratio of Shared Read

16 32 64
Number of Processors

(b) Miss Ratio of Shared Write

Figure8.4: MissRatio of Shared Readsand Shared Writes

Both Table 8.6 and Figure 8.4 show the miss ratio of shared reads and shared writes in the independent computing
phase. The results are derived from the same parallel loops asin Table 8.4 and Figure 8.3, except here the parallel
loops are al statically scheduled.

The switch from dynamic to static scheduling also reduces the miss ratio of shared writes, as evident from
comparing Figure 8.4(b) to Figure 8.3(b). But the amount of reduction is quite different for different benchmarks.

The most dramatic change occurs on benchmark GAUSS, where the the miss ratio of shared writes not only is
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significantly reduced, bus aso has become independent of the number of processors. The reductions in miss ratios
in other benchmarks are rather small, indicating that most shared data structures that are frequently modified in

these benchmarks are still subjected to fine grain sharing.

8.4. Communication Phase

The normalized execution time of the communication phase, and the proportion of the time in the total execu-
tion time for the benchmark SOR are shown in Figures 8.5(a) and 8.5(b). Only the line for SOR is shown because it
is the only benchmark that has a communication phase. The speedup characteristics of the execution time for com-

munication phase is quite similar to that for the scheduling phase (compare Figure 8.5 to Figure 8.1). This is not
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Figure 8.5: Normalized Execution Times of the Communication Phase and the Proportion in
Total Execution Times

The figures show the speedup characteristics of execution time in the communication phase. Since the communica-
tion critical section is rather small in the benchmark SOR, which is the only program that has a communication
phase (see the program code of SOR in Figure 7.1), the proportion of execution time is rather insignificant.

102



surprising since communication as well as scheduling is implemented with a small critical section. In both cases the
number of times a processor goes through the critical section isinversely proportional to the number of processors.
Thus if bus utilization is low and no waiting occurs at the critical section, the execution time of the communication
phase is halved when the number of processors is doubled. As more processors are added the execution time starts
to increase, because the cache miss latency becomes longer and the processors are more likely to accumulate in the
critical section. The latter certainly is not a serious problem here, because the communication critical section in
SOR is quite small and along queue is unlikely to form on it. So the proportion of time the processor spendsin this

phase is aways small.

8.5. Problem Size

In this section the effect of problem size on the speedup characteristics of some performance measures are
discussed. The main objective is to find the trend of the speedup characteristics when the problems size is
increased, and from the trend to predict the performance of the benchmarks when the problem size is much larger.
The two important aspects of parallel computation that can be directly affected by the change in problem size are
the granularity of parallelism, and the cache missratio in the independent computing phase, as explained in the fol-

lowing two sections.

8.5.1.1. Granularity of Parallelism

The granularity of parallelism is the size of a unit work that is assigned to a processor each time it goes
through the scheduling critical section. To minimize the scheduling overhead we like to have the largest possible
scheduling granularity. However, to achieve a better workload balance among all processors, and consequently
better speedup, we aso like to have smaller granularity. With loop level parallelization and the use of a simple
dynamic self-scheduling method, each iteration in a parallel loop is a natural choice of scheduling unit. In this sec-
tion the effect of changing the problem size on the amount of computation in an iteration of a parallel loop will be

analyzed.

Whether the amount of computation in an iteration of a parallel loop will increase with the problem size can
be deduced by examining the original parallel code. For the benchmarks GAUSS and SOR the amount of computa-
tion in a loop iteration is found to grow with O(N) (because the innermost loop has O (N) iterations and it is the

second innermost loop that is parallelized), and for MSORT, O (logN) (because in each iteration binary search is
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conducted on an array of size N). For the other two benchmarks the problem size has no effect.

With alarger scheduling unit the most important consequence is that the number of processors that can simul-
taneously be in the independent computing phase becomes larger. This information is shown in Table 8.7, for both

the small and the larger problem sizes.

As expected, from Table 8.7 we can see that more processors can engage in independent computing at the
same time for the benchmark GAUSS, SOR and MSORT when the problem size becomes larger. The trend can
continue indefinitely for these benchmarks, i.e., with a large enough problem size all the processors can be made
busy doing independent computing. This does not imply that the speedup can increase indefinitely, because eventu-
ally it will be limited by the bus bandwidth. However, as the next section shows, sometimes the problem size can
affect the bus requirement of a processor in the independent computing phase, and thus the maximum speedup of a

parallel program.

For benchmarks FFT and TREE the number of processors that can simultaneously be in the independent com-
puting phase changes little with problem size. A small decrease in the number of processors, however, is observed
in benchmarks FFT and TREE when 32 or 64 processors are used. But for all except the 64-processor FFT case, the
decrease is so small that it is within the range of the random fluctuation of the simulation result. The more

significant decrease observed in the 64-processor TREE benchmark is attributed to the reduction of the cache miss

Number of Smaller & Larger Problem Size
Processors GAUSS FFT SOR MSORT TREE
2 1.9 19| 18 18 18 20 | 18 19 | 11 11
4 3.8 39 | 36 36 3.7 40 | 36 37 | 12 12
8 7.2 77 170 71 7.2 79 | 6.9 73 | 13 13
16 12 15 81 83| 13 16 92 12 15 15
32 14 22 66 65 | 16 31 7.0 96 | 15 14
64 - - 53 46 | 16 51 5.3 60 | 16 14

Table8.7: TheNumber of Processorsthat Can Simultaneoudly in the Independent Computing Phases

This table lists the average number of processors that can simultaneously be in the independent computing phase,
for the small and the larger problem sizes. For benchmark GAUSS, SOR and MSORT the granularity of parallel-
ism, or the size of the scheduling unit increases when the problem size becomes larger. Therefore the number of
processors that can simultaneously engage in independent computing increases when the problem size becomes
larger.
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ratio in the independent computing phase (detail is in the next section). When the bus access latency is significant
(e.g., asin the case of 64 processors), with lower miss ratios processors are more likely to finish the independent
computing phase and return to the scheduling critical section earlier. Therefore the number of processors that can

simultaneously be in the independent computing phase can become smaller.
8.5.1.2. CacheMissRatio

The problem size can affect the cache missratio in the independent computing phase. When the problem size
is larger, cache misses from non-shared data access becomes less significant, because usually the total number of
cache misses from non-shared data access does not change with the problem size. A larger problem size can aso
reduce the miss ratio of shared accesses. For example, if increasing the problem size can increase the number of
iterationsin a parallel loop, the miss ratio of accessing the loop invariants will be smaller. Thisis because each pro-
cessor can how work on more iterations, and only in the first iteration does reading the loop invariants causes cache
mi Sses.

The miss ratios of shared reads and shared writes in the independent computing phase for the larger problem
sizes are shown in Figure 8.6. By comparing Figure 8.6(a) to Figure 8.3(a) (also see Table 8.8, for easier com-
parison) we can see that the shared read miss ratios of all but the benchmark TREE decrease as the problem size
becomes larger. The shared read miss ratio of the benchmark TREE does not change because no loop invariant

existsin the parallel 1oop of the benchmark.

The effect of changing the problem size on the miss ratio of shared writesis relatively small, especially when
more processors are used (comparing Figure 8.6(b) to Figure 8.3(b)), because the change in problems size does not

affect the fine grain sharing nature of the data structures that are modified frequently in the programs.

The effect of increasing the problem size on cache miss ratio also depends on the scheduling policy. If static
scheduling is used and there is little fine grain sharing, cache missratio (shared read or shared write) can decrease if
the amount of computation grows faster than the data size Thisis because the number of misses increases with the
data size, and the number of accesses increases with the amount of computation. With little data migration the miss

ratio will be proportiona to the ratio of the amount of computation to the data size.

Increasing the problem size can increase the ratio of the amount of computation to the data size for bench-
marks GAUSS, FFT and MSORT. But since only the benchmark GAUSS has little fine grain sharing when static

scheduling is used, only the benchmark GAUSS has a smaller shared read miss ratio when the problem size

105



4 8
Number of Processors
(a) Miss Ratio of Shared Reads

MSORT, FFT

'TREE, GAUSS

fffffffffffffffffffffffffff

Number of Processors

(b) Miss Ratio of Shared Writes

Figure 8.6: MissRatio of Shared Reads and Shared Writes

These two figures show the miss ratios of shared reads and shared writes during the independent computing phase
when dightly larger problem sizes are used. As in the case of Figure 8.3 all paralel loops are dynamically

scheduled.

Number Ratio of Sh. Read Miss Ratios (RR) & Ratio of Sh. Write Miss Ratios (RW)
of GAUSS FFT SOR MSORT TREE
Processors | RRE RW | RR RW [ RR RW | RR RW ]| RR RW
2 067 13 0.93 1 0.94 1 0.70 1 065 10
4 098 10 0.96 1 0.93 1 0.71 1 1.0 0.98
8 09 1.0 0.93 1 0.97 1 0.76 1 098 10
16 087 099 | 0.88 1 0.86 1 0.83 1 1.0 1.0
32 083 10 0.80 1 0.86 1 0.88 1 099 10
64 - - 0.73 1 0.90 1 0.85 1 097 1.00

Table 8.8: Ratio of Shared Read Miss Ratios and Ratio of Shared write Missratios of the
Two Problem Sizes

Thistable facilitates the comparisons between Figure 8.6, which shows the miss ratio of shared accesses in indepen-
dent computing phase with the problem size larger than in Figure 8.3, to Figure 8.3. Each number in thistable isthe
ratio between the corresponding miss ratio in Figure 8.6 and Figure 8.3. For example, when 32 processors are used
with the benchmark GAUSS, the shared read miss ratio is 0.23 in Figure 8.6, and 0.27 in Figure 8.3. The ratio of

these two missratiosis 0.23/ 0.27 = 0.83, as shown in this table.
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becomes larger. The total amount of computation in the independent computing phase for program GAUSS is
O(N3), and the data size O(N?). So the missratio of shared access is proportional to O(ﬁ). Table 8.9 confirmsthe

prediction. One interesting result of this decrease in miss ratio for the benchmark GAUSS is that, since the bus
requirement of each processor is inversely proportional to the problem size, the maximum speedup of the bench-

mark becomes proportional to the problem size.

8.6. Summary and Conclusions

In this chapter the speedup characteristics of some performance measures in scheduling, independent comput-
ing and communication phases are analyzed. The purpose of the study is two folds: first, to determine that, if loop
level parallelization is adopted, whether scheduling can become a performance bottleneck; second, if the bus
becomes the performance bottleneck, to find out what the speedup characteristics of the bus requirement of each

processor are, and how the bus requirement is affected by other factors such as scheduling policy and problem size.

It should be noted that al the conclusions stated here are derived from very limited number of multiprocessor
configurations with 5 sets of parallel benchmarks. The only parameter in the multiprocessor configuration that has
been changed is the number of processors. Others such as the speeds of processors, caches, the shared bus and main
memory, as well as the cache block size and the bus switching method are all fixed. The simulation results may be

strongly affected by the choice of certain parameter values, e.g., the cache miss ratios by the choice of the 4 byte

Number of Cache Miss Ratio & Ratio of Cache Miss Ratios
Processors Shared Read Shared Write

2 0.52% 0.52 2.30% 0.51

4 0.85% 0.52 2.66% 0.50

8 1.53% 0.53 2.84% 0.50

16 2.87% 0.53 2.94% 0.50

32 5.55% 0.53 2.99% 0.50

Table8.9: Cache MissRatio and Ratio of Cache Miss Ratios of the Two Problem Sizes

This table shows the cache miss ratio of shared reads and shared writes in the independent computing phase for the
benchmark GAUSS, when the problem size is 64 (i.e., the matrix is 64 by 64) and static scheduling is used. The
table also shows the ratio of the miss ratio of the larger problem size to the miss ratio of the smaller problem size,
when both uses the static scheduling methods. As predicted the cache miss ratios drop in half when the problem
sizeisdoubled.
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cache block size. Therefore the following conclusions are valid for the multiprocessor configurations that have been
simulated and the parallel benchmarks used, and may be true only to a limited extent for other multiprocessor
configurations and parallel programs. Interested reader should read Section Section 7.1 to understand the basic
structure of the multiprocessor simulated, Section 7.3 for the parameter values chosen for the multiprocessor, and

Section 7.2 of the 5 parallel benchmarks used in the simulation.

In the first study scheduling is found to become the performance bottleneck for the benchmarks FFT, MSORT
and TREE even though the bus is not saturated. In the second study the total bus requirement from all processors
during the independent computing phase is found to increase with the number of processors. The increase in bus
requirement is attributed to three factors: fine grain data sharing, reference spreading, and dynamic scheduling pol-
icy.

Shared data structures that are subjected to fine grain data sharing have high cache miss ratios, no matter what
scheduling policy isused. For data structures that are not subjected to fine grain sharing the use of static scheduling
can reduce the cache miss ratio. The effect can be dramatic, as in the case of benchmark GAUSS, where most of
the time the mgjor data structures are not actively shared by multiple processors if static scheduling is used. Refer-
ence spreading is related to a specia kind of shared variables, i.e., the loop invariantsin a parallel loop. Since every
processor has to load one copy of loop invariants, the miss ratio of loading loop invariants is proportiona to the

number of processors.

It isdifficult to quantify completely the effect of fine grain data sharing, since the sharing pattern can be com-
plex and very much problem/algorithm dependent. Therefore it is even more difficult to explain the combined
effect of all these three factors on the increase in bus demand. Y et the simulation results show a simple relationship
that the shared read miss ratio grows about linearly to the logarithm of the number of processors. This simple rela

tionship is still preserved when the problem size becomes larger.

Finaly, changing the problem size can affect the granularity of parallelism and the cache miss ratio. If the
granularity of paralelism is increased with the problem size, as in the case of benchmarks GAUSS, SOR and
MSORT, scheduling is less likely to become the performance bottleneck. Increasing the problem size can also
reduce the cache miss ratio. For example, the miss ratio of reading loop invariants is inversely proportional to the
problem size. If fine grain sharing can be totally avoided by the use of static scheduling, and the amount of compu-

tation grows faster than the data size when the problem size increases, as in the case of benchmark GAUSS, the
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maximum speedup of the program can increases with the problem size.

It is apparent that the performance bottleneck of executing a parallel loop can either be the bus bandwidth or
scheduling. The bus bandwidth problem can be dealt with by increasing the bus bandwidth, or reducing the bus
demand from the caches. Bus bandwidth can be increased with more investment in hardware such as using a wider
and faster bus. Bus demand can be reduced by software means such as using static instead of dynamic scheduling,

though this runs the risk of creating an unbalanced workload for processors.

Dynamic scheduling is aways important not only because it guarantees a more balanced workload under any
input condition, but also because it is more adaptable to the unequal progress of processors created by the scheduler
of the operating system. However, the overhead of scheduling can be so great that sometimes it becomes the perfor-
mance bottleneck. Since a scheduling critical section implemented with test& test& set can generate a large amount
of unnecessary bus traffic, there is plenty of room for improvement on scheduling. This will be the subject of

Chapter 10.
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Chapter 9
Barrier, Barrier-Spin Wait and Serial Phases

9.1. Introduction

In this chapter the speedup characteristics of the barrier, barrier-spin wait and the serial phases are studied.
The barrier and the barrer-spin wait phases are related to the barrier operation, which, besides scheduling, is an
important parallel processing overhead. Computation in the serial phase, on the other hand, is not a parallel process-

ing overhead. However, it still limits the maximum speedup of a parallel program, as prescribed by Amdahl’s law.

The barrier operation increases execution time in two ways. First, every processor has to perform an atomic
decrement (or increment) on a barrier counter. Second, processors have to wait until all processors have reached the
barrier. In my simulation model an atomic decrement instruction is assumed available, asin Symmetry multiproces-
sors. The simulation results will show that, a very efficient atomic instruction makes the first cost of the barrier
operation nearly negligible. The alternative to the atomic instruction is a much more cumbersome software means
of critical section. The simulation will show that if implemented with a critical section, the execution time of a bar-

rier operation can be substantially larger than when the atomic increment instruction is used.

The execution time of the barrier-spin wait phase is mostly affected by the difference in the arrival times of
processors at the barrier, or equivaently the difference in the finishing times of processors in the independent com-
puting phase. Balancing the workload can reduce the barrier-spin wait time, but achieving the balance, for example,
by utilizing a smaller granularity of parallelism, will increase the cost of scheduling. Also, the use of dynamic
scheduling itself can become a major cause of the different arrival times at the barrier. The barrier-spin wait time
can increase rapidly with the number of processors when a queue has already formed in the scheduling critical sec-

tion.

The execution time of the serial phase can also increase with the number of processors, even though the total
amount of serial computation isfixed. Thisis because, as will be shown in the simulation results (Section 9.5), the

total number of shared missesin the serial phase is close to alinear function of processors.

The barrier operation is detrimental to the speedup of parallel execution, and the computation in the seria
phase is impervious to speedup with multiprocessing. Fortunately, the speedup prospect is not as bleak as, for

example, painted by Amdahl’s law. The number of timesthe barrier operation is performed and the amount of com-
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putation in the seria phase both grow slower than the total amount of computation in a parallel program, as the
problem size increases. When the problem size is large enough to warrant the use of a multiprocessor, the execution

times of these three phases tend to become insignificant.

9.2. Barrier Phase

The normalized execution time of the barrier phase, and the proportion of the time in the total execution time

isshown in Figure 9.1. The only operation in the barrier phase is an atomic increment instruction, which makes one
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Figure9.1: Normalized Execution Times of the Barrier Phase and the Proportion in
The Execution Times

Figure 9.1(a) shows the normalized execution time of the barrier phase. When the number of processors are only a
few, e.g. 2 to 16, the execution time changes very little as the number of processors increases. But when more pro-
cessors are used the execution time increases rapidly due to the longer bus access time. See Table 9.1 for the bus
utilization in this phase. Figure 9.1(b) shows the proportion of the barrier timein the total execution time. The pro-
portion of the time becomes larger initially when more processors are added to the two processor system, because
the total execution time is decreasing at the same time. But when many processors are used the proportion of barrier
time starts to level off, or even decreases as the number of processors increases, because the scheduling time has in-
creased in aeven faster rate, (see Figure 8.1).
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Number of Bus Utilization
Processors | GAUSS | FFT | SOR | MSORT | TREE
2 4.4% 10% | 10% 5.2% 8.8%
4 7.0% 19% | 20% 7.7% 17%
8 15% 37% | 41% 16% 31%
16 30% 69% | 72% 44% 55%
32 74% 91% | 92% 80% 79%
64 - 96% | 98% 93% 93%

Table9.1: BusUtilization in Barrier Phase

Thistable is used to explain the increase in the barrier time of Figure 9.1. The increase is related to the bus access
time, or bus utilization. When the bus utilization is high, e.g., greater than 80%, increasing the number of proces-
sors can increase the execution time of the barrier phase rapidly.

bus access. Since the atomic operation is short, processors are not likely to queue up for the operation. So the exe-
cution time of this phase increases with bus utilization (see Table 9.1). However, even at its largest the proportion

of the barrier time in the total execution timeis still very small (smaller than 1.5%, as shown in Figure 9.1(b)).

9.3. Barrier-Spin Wait Phase

The normalized execution time of the barrier-spin wait phase, and the proportion of the time in the total exe-
cution time is shown in Figure 9.2. The increase in the barrier-spin wait time for the benchmark FFT, MSORT and
TREE when the number of processorsincreasesis closely related to the scheduling rate in the scheduling phase. All
these benchmarks utilize smaller granularities of paralelism than GAUSS or SOR. So for these benchmarks
scheduling queues form when smaller numbers of processors are used (see Table 8.1). As soon as a scheduling
gueue forms the difference in the arrival times at the barrier will be largely determined by the time for the schedul -
ing critical section to schedule all processors (see Section 6.1.7). The scheduling time can increase rapidly as the
scheduling queue becomes longer, so the barrier-spin wait time also increases rapidly with the number of proces-
sors.

The increase in the barrier-spin wait time for the benchmarks GAUSS and SOR is less related to scheduling
because a larger granularity of parallelism is utilized in the programs. In both cases a scheduling queue does not
form until about 32 processors are used (see Table 8.1). When there are fewer than 32 processors the difference in

the arrival times at a barrier is more related to the variance in the size of the scheduling unit, or the amount of
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Figure9.2: Normalized Execution Times of the Barrier-Spin Wait Phase and the Proportion in
Total Execution Times

Figure 9.2(a) shows the normalized execution time of the barrier-spin wait phase. There are two groups of linesin
9.2(a): thefirst group includes MSORT, FFT and TREE, and the second GAUSS and SOR. In the first group the ex-
ecution times always increase as processors are added, and increase more rapidly as more processors are used. In
the second group the barrier-spin wait time of GAUSS decreases initially and then starts to increase, while the time
of SOR has a more irregular pattern of increase when the number of processors increases. These different speedup
behaviors are related to the different granularity of parallelism utilized in the programs. The detail can be found in
the section text and in Chapter 6. Figure 9.2(b) shows the proportion of barrier-spin wait time in the total execution
time. Although most of the time the proportion is less than 10%, it can be as high as 22%.

computation in aloop iteration. For the benchmark GAUSS this variance is small, and processors are likely to take
an equal number of iterations even though dynamic scheduling is used. So the situation is similar to when the loop
is statically scheduled, where the barrier-spin wait time decreases as more processors are used (detail is also in Sec-
tion 6.1.7). For the benchmark SOR the variance in the amount of computation within a loop iteration is very large.
In fact some iterations may not even contain any computation at all (program SOR uses a sparse matrix). So dif-
ferent processors can take unegqual numbers of iterations in different executions of the parallel loops. Thus the

difference in the finishing times of independent computing, the average barrier-spin wait time, can be very irregular
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when the number of processors isincreased.

The proportion of barrier-spin wait times in the total execution timesis shown in Figure 9.2(b). Asindicated
by the figure the proportion of barrier-spin wait time can be as substantial as 22% of the total execution time. The
figure also depicts the trade-off between granularity of parallelism (scheduling time) and balance of work (barrier-
spin wait time). The two benchmarks GAUSS and SOR that utilize larger granularities of parallelism spend alarger

proportion of time in the barrer-spin wait phase.

9.4. Using a Critical Section To Implement the Barrier Operation

If the atomic decrement instruction is not available the barrier operation may need to use a more time con-

suming software critical section. Figure 9.3 shows the proportion of barrier time (only the time to decrement the
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Figure9.3: Theproportion of Barrier Timein Total Execution Time
This figure shows the proportion of the execution time of the barrier phase in the total execution time. Thefigureis
similar to Figure 9.1(b), except that in this figure programs use a critical section instead of an atomic decrement in-

struction to implement barrier operations. Note the different scales used in Y -coordinates in Figure 9.1(b) and this
figure. The proportion of the barrer time increases by about 10-fold from the use of aless efficient critical section.
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barrier counter), when a critical section instead of an atomic decrement instruction is used to implement the barrier.
The proportion of the execution time is found to increase by about 10-fold (compare Figure 9.3 to Figure 9.1(b)).
Therefore it is very important for a shared bus multiprocessor to have some form of atomic increment/decrement

instructions.

9.5. Serial Phase

The normalized execution time of the serial phase, and the proportion of the time in the total execution timeis

shown in Figure 9.4. Although the amount of computation in the serial phase does not change with the number of
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Figure 9.4: Normalized Execution Times of Serial Phase and the Proportion in
Total Execution Times

Figure 9.4(a) shows the normalized execution time of the serial phase. Even though there is a fixed amount of com-
putation in the serial phase, the execution times of all except benchmark GAUSS approximate a linear function of
the number of processors when many processors are used. Figure 9.4(b) shows the proportion of the time of the
seriad phase in the total execution time. The proportion increases initially when more processors are used, as
prescribed by Amdahl’s law. The proportion eventually falls off because the scheduling time has been increasing
even faster.
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processors, the execution time of the serial phase still can increase when more processors are used. This is because
the number of shared misses in the serial phase increases with the number of processors. In fact the total number of

the shared missesis alinear function of the number of processors (see Figure 9.5).

Since the portion of the shared misses that are proportional to the number of processors (i.e., excluding the
“*constant’’ portion of accesses, which are issued by the processor that does the serial computing) tends to be issued
by all processors at the same time, their cache miss latencies are almost proportional to the number of processors
(see Section 6.2.6). So when the bus access time becomes a dominant part of computation in the serial phase, asin
the case of al except the benchmark GAUSS when 16 or more processors are used, the execution time also approxi-

mates a linear function of the number of processors.
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Figure9.5: Normalized Total Number of Shared Missesin the Serial Phase

This figure shows the normalized number of shared misses in the serial phase. The normalizing base for each
benchmark is the number of the shared misses when two processors are used. Figure 9.5 indicates that the number
of shared missesin the serial phaseis close to alinear function of the number of processors.
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The execution time of GAUSS in the serial phase is relatively constant, because the program has relatively
longer ‘*one-processor’’ computation during the serial phase than others (as indicated by 9.4(b)), and is less affected
by the increase in the memory access time. However, a slight decrease in the execution time is observed when the
number of processorsisincreased from 2 to 4, and 4 to 8. Thisis because the barrier-spin wait time component of
the serial time is more significant in GAUSS. The serial phase in GAUSS comes right after a parallel loop that is
statically scheduled, while the serial phases in al other benchmarks come after, most of the time, a barrier opera-
tion. Since a serial phase itself is aways started with a barrier operation (called the S-barrier operation, to be dis-
tinguished from barrier operations in any other place), the barrier-spin wait time component (due to the S-barrier
operation) in the serial phase is always small because the earlier barrier operation (not the S-barrier operation) has
synchronized all the processors. But in the case of GAUSS the S-barrier operation in the serial phase immediately
comes after aparallel loop. So its barrier-spin wait time can be significant. Since the preceding parallel loop is stat-

ically scheduled, the barrier-spin wait time can decrease with the number of processors (see Section 6.2.5).

9.6. Larger Problem Size

Since the number of times the barrier operation is performed and the amount of computation in the seria
phase both grow slower than the total amount of computation in a parallel program, when the problem size increases
the proportion of the execution time of the three phases should decrease if alarger problem size isused. This pred-
iction is confirmed in Figure 9.6. Figures 9.6(a), (b), (c) show respectively the proportions of the execution times of
the barrier, the barrier-spin wait and the serial phases in the total execution time. These figures are similar to Figure
9.1(b), Figure 9.2(b) and Figure 9.4(b), only that the results here are derived from alarger problem size Each sub-
figure in Figure 9.6 is meant to be compared with the corresponding one in the three earlier figures. To make the
comparison easier the scale in the Y-coordinate is the same for each related pair of figures. It is apparent from the

comparison that the proportions of execution times of all three phases decrease as the problem size becomes larger.

9.7. Summary and Conclusion

In this chapter the speedup characteristics of the barrier, barrier-spin wait and the serial phase are discussed.
The execution times of all three computational phases can increase with the number of processors, especially
rapidly in the case of the barrier and barrier spin wait phases. But fortunately the proportions of the execution times

in the total execution time decrease as the problems size increases.
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In the barrier phase a processor decrements a barrier counter atomically. The execution time of the barrier
phase, though increasing with the number of processors, is very small when an atomic decrement instruction is
available. But if the less efficient software implementation of critical sections is used, the execution time can

increase substantially. The simulation result shows that the increase is about 10-fold.

The execution time in the barrier-spin phase is determined by the granularity of parallelism (or the scheduling
unit), the variance in the size of the scheduling unit, and the scheduling strategy used in the programs. If the granu-
larity, or the amount of computation in aloop iteration is small, the barrier-spin wait time is more related to the time
for the scheduling critical section to schedule all processors. If the granularity of parallelism is large, the speedup

characteristics of the execution time can be irregular, depending on the variance in the size of loop iterations.

Lastly, the execution time of the serial phase also increases with the number of processors (with one or all
processors carrying out the serial computation), even though only a fixed amount of computation is carried out in
this phase. The execution time is a linear function of the number of processors when the bus access time becomes

the dominant part of the execution time.
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Chapter 10

Synchronization

10.1. Introduction

Synchronization in parallel processing coordinates the use of shared resources. In the five benchmarks stu-
died synchronization takes place in barrier and critical section operations (e.g., to implement dynamic scheduling).
Simulation results from Chapter 8 have shown that the overhead of dynamic scheduling, when the scheduling criti-
cal section is implemented with test& test& set (TTS), can be so large that it severely reduces the potential speedup
of a paralld program. In some cases, contention for the scheduling critical section became the bottleneck even

before the bandwidth of the shard bus.

The inefficiency of scheduling is aresult mainly from the shortcomings of the TTS implementation. First, the
scheduling rate is low because quite a few instructions are executed and memory accesses made to go through the
critical section. Second, when the scheduling rate is very low, and processors have to wait in the scheduling queue,
the waiting processors can generate a large amount of bus traffic (see Section 6.2.1). This bus traffic reduces the
bus bandwidth available to processors doing useful independent computation, thereby increasing the corresponding

computation time.

Severa approaches can be taken to improve the performance of scheduling. First, the basic TTS can be
improved by hardware enhancements to reduce bus traffic. Second, the two primitives test& set and test from which
TTS is composed can be used to implement a more sophisticated critical section that reduce the number of times
these primitives are executed, and hence the bus requests generated. Third, a completely different synchronization
method can be developed to replace TTS, or even the entire critical section. In this chapter the performance of the
Software Queue [6], the Lock Table, and the Restricted Fetch&Add [63] methods will be evaluated. The software

gueue method belongs to the second approach, while the other two methods belong to the third.

The rest of this chapter is organized as follows. Section 10.2 discusses several examples that correspond to
the three approaches mentioned above to improve the performance of synchronization. In particular the function of
a software queue, the lock table and the restricted fetch&add (with combining) methods are described. Since the
lock table is a new synchronization method proposed in this thesis, its implementation issues are also mentioned.

The performance of the software queue, the lock table, and the restricted combining methods are evaluated in Sec-
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tion 9.3. Finally asummary of the evaluation is given in Section 9.4.

10.2. Alternative Synchronization Methods

10.2.1. Hardware Enhancement of TTS

A large number of bus accesses are generated as a processor enters or leaves a critical section with a long
waiting queue, if the critical section is implemented with TTS. Various hardware measures were proposed to
minimize the number of these accesses. For example, write or read broadcast reduces the number of reads [37, 57],
and test& set abandonment reduces the number of test& set bus requests [28]. With a combination of these measures
the number of bus accesses generated by scheduling one processor can be reduced from O (p) to O (1), where p is
the queue length of, or the number of processors waiting to access, the critical section. However, unnecessary write
or read broadcasts can be triggered if the system can not distinguish between the accesses to the lock and the non-
lock variables. Thus a system with write broadcast may as a whole generate more bus traffic, and the use of caches

by processors can be unnecessarily disrupted by both write and read broadcasts.

10.2.2. Software Improvement of TTS

Several software synchronization methods that use the basic test& set and test primitives have been developed
to reduce the bus traffic generated by processors spin-waiting for a lock variable (to enter a critical section). The
amount of bus traffic generated is proportional to the number of processors actively contending for the lock variable,
or the queue length of the critical section [28]. To reduce the contention a processor can delay itself for a certain
amount of time after each failed attempt, before rejoining the queue of the critical section, as in the collision
avoidance method [6]. The potential contention in asingle critical section can be spread to multiple critical sections
by creating a hierarchy (a tree) of lock variables, as in the tournament locks method [32]. But the most promising
has been the software queue method [6, 32,48]. The software queue method enqueues all processors that try to
enter the same critical section, with the head of the queue being the processor that is currently in the critical section.
When a processor finishes the critical section, it dequeues itself and notifies only the next processor in the queue, by
modifying alock variable that is only shared by the two processors. Since al other waiting processors spin wait on
their own lock variables from private caches, no bus access will be generated from these processors. The locking
procedure for the critical section (the prolog and epilog of a critical section operation) can actually be removed

because exclusive access is automatically guaranteed by the software queue.
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The software queue method does not eliminate the use of critical sections. In order to enqueue the spinning
processors of the original critical section, a separate sequencing critical section is created to sequence, or order the
processors. The sequencing critical section still needs to be implemented with some hardware/software synchroni-
zation mechanism. Since asmall critical section hasto be created the software queue method is effective only when

the original critical section islarge, and there is a significant amount of contention for it.

10.2.3. Direct Implementation of Critical Section: Lock Table

10.2.3.1. Motivation and Function Description

Cache coherence protocols can be broadly divided into two categories: write broadcast [47, 66], and invalida-
tion protocols [29,38,50]. Write broadcast cache coherence protocols have been found to be superior to write
invalidation protocols [69, 70]. In these papers analytical models are used and the probabilistic input dictates that all
processors to have equal access to the shared data. Therefore shared data are more likely subjected to fine grain
sharing, in which the write-broadcast should perform well. A similar result is also in [8], where the write broadcast

protocols are found to do well when the contention to shared data is high.

Write broadcast does worse when the shared data are not subjected to fine grain sharing (or high contention).
Therefore if we can distinguish between the shared data that are subjected to fine grain sharing from those that are
not, one strategy is to use the right cache coherence protocol for each type of the shared data[14]. This has become
the basic idea behind the competitive snooping [37], where awrite broadcast protocol is switched to write-invalidate
when the break even point in bus-related coherency traffic between the two protocolsisreached. In this method the
sharing pattern of a datais dynamically determined during the run time of a program. The sharing pattern of shared
variables, however, can sometimes be determined during compile time based on the expected usage of the variables.
One most prominent example is the lock variables, which are subjected to high contention. Thus accesses to the
lock variables can benefit greatly from the write broadcast capability of the system. Allowing broadcast capability

to lock variables is the major idea behind the lock table method.

In the lock table method when a processor wants to enter a critical section, it putsitsintention, i.e., entering a
critical section, along with an identification of the critical section, or the address of the lock variable that protect the
critical section, on the bus. All other processors that want to enter the same critical section can decide to block their

bus accesses after seeing this bus transaction. When a processor wants to leave a critical section, it gains access to
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the bus and puts the identification of the critical section on the bus. All processors waiting to enter the critical sec-
tion will be wakened by this bus transaction, and try to get access to the bus. Only the first attempt will succeed,
and the remaining processors simply block themselves again. So entering or leaving a critical section takes only one
instruction (enter- or leave-critical-section) and one bus access (to broadcast the identification of the critical sec-

tion).

This leaves one problem to fix: if a processor tries to enter a critical section that has been occupied earlier by
another processor, this processor should know the status of the critical section to avoid an unnecessary bus access.
Thisinformation is stored in a hardware structure called lock table (LT) A lock table has multiple entries, each of
which can be in either the valid or the invalid state. The lock table controller snoops on the bus only for the enter-
and leave-critical-section events. When an enter-critical-section access appears on the bus an entry of the lock table
is alocated. The identification of the critical section is stored in the entry and the entry is set to valid. When a
leave-critical-section access appears on the bus, the valid entry with the same identification of the critical section is
invalidated (freed). Every processor has a private copy of the lock table, and all copies contain the same informa-
tion. When a processor wants to enter a critical section, it checks the local lock table first. If the critical section is
not occupied, the processor will try to put its enter-critical-section access on the bus. If the critical section is occu-
pied, or become occupied before the processor’s access can be put on the bus, the processor will be blocked. The

processor will not try to access the bus until the entry initslock tableisinvalidated, i.e., the critical section isfreed.

10.2.3.2. Implementation Issues

A lock table can be implemented like a snooping cache using a write broadcast protocol, so most of the cache
design considerations apply. The first important issue is the size of, or the number of entriesin, alock table. A lock
table is a system wide shared resource, meaning each critical section being occupied by a process in the system
needs an entry in the lock table. Valid entries can belong to different paralel programs, even to those that have
been temporarily swapped out of the multiprocessor. A suitable size may be found by projecting the maximum need
for thetable. But any size table can overflow, i.e., when al the entries become valid and some requests to enter new

critical sections are pending.

A simple solutionisto block the processes that try to use new entries. A more sophisticated way isto spill the
entries into main memory. But a trap mechanism is required to transfer the entries, and to bring them back when

they become active again. The operating system also has to manage buffer space in main memory for the spilled
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entries. Finaly, as a last resort certain programs can always be aborted to release some entries. But caution is
needed to avoid severely degrading of the system throughput. Table overflow may also result in deadlock, if a pro-
cess can be in multiple critical sections at the same time. Aborting some programs may be the only way to break the
deadlock. But care must be taken when the table overflow trap occurs either the operating system does not use the
lock tables, or certain number of lock table entries have been reserved for the operating system so that free lock

entries are always available to the trap operations.

A very different solution to the table overflow problem is to implement the lock tables as write broadcast
caches. The most important advantage of using caches to implement lock tables is that the normal hardware cache
replacement mechanism can take care of the table overflow problem, with much better performance than the trap
mechanism. But this solution requires some changes to the semantics of the enter- and leave-critical-section opera-
tions. Now the status of acritical section is not known to a processor unless the cache line that contains the status of
the lock variable for the critical section isin its cache. The cache miss ratio can always be reduced by using the
traditional approaches for ordinary data caches, such as increasing the cache size or using multi-way set associative
caches. Note that since the block size of the lock caches can be different from the one for the ordinary data caches,
and the block size can be the smallest possible (it only has to store the status of the lock variable, essentially one bit

information), bus traffic generated from lock cache missesis not as large as that from data cache misses.

Another important concern is the speed of table lookup. The tradeoff is similar to that of an ordinary cache.
Using alarge or fully associative table makes more efficient use of the entries, but table lookup may be slow. Using
asmall or direct mapped table makes faster lookup, but increases the chance of table overflow. Table overflow isa
more serious problem than cache overflow because a processor can be blocked by table overflow, whereas a proces-

sor can proceed after a cache entry is replaced.

10.2.3.3. Generality and Scalability

The lock table method can be used to implement any critical section, which has very general use for processor
synchronization. In fact all important synchronization needs can be by critical sections, though some can be more
efficiently implemented using other methods. The most famous example is combining. A special version of the

combining mechanism will be discussed in the next section.

The lock table can easily be adapted to any large scale, shared memory multiprocessor of a different architec-

ture. All that is required is an interconnection network that has the broadcast capability. If the interconnect is
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dedicated to carrying only the enter-critical-section and leave-critical-section messages, the bandwidth requirement
of the interconnect can be much lower than that of the interconnect that carries ordinary data traffic. In fact, even
though implemented as a single bus that connects all processors, it has potential to support a much larger number of

processors than an ordinary, single shared bus multiprocessor.

10.2.3.4. Comparisonsto Other Synchronization Schemes

10.2.3.4.1. Semaphore Registers

The idea of using specia hardware to assist the critical section operation is also used in the semaphore regis-
ter method [55]. The differences between the lock tables and semaphore registers are in many ways similar to those
between the ordinary data caches and data registers. For example, the lock tables are architecturally independent,
hence the size of the lock tables can be increased at any time to improve the system performance without recompil-
ing the programs. Other differences between the data caches and data registers such as the need for optimizing
register alocation, and the registers being part of the process context, can aso find the analogy between the lock
tables and semaphore registers. Each of these differences may favor either of the two methods (data cache vs. data
registers, and lock tables vs. semaphore registers), but in the case of lock tables and semaphore registers, overall the

differences seem to make the lock table method a more favorable choice, as explained below.

One important issue with registers is register alocation. Allocation of the data registers can be done (optim-
ized) at compile time to maximize the performance of a uniprocessor system. In a multiprocessor system if multiple
parallel programs are allowed to be active at the same time, it is not easy to alocate the semaphore register (also at
compile time) to optimize the overall system performance. One solution is to employ the idea of implementing
large number of virtual or logical locks with a smaller number of hardware locks, as in Sequent Balance multipro-
cessors [67]. Since multiple virtual semaphore registers can be guarded by one hardware semaphore register, many
more virtual semaphore registers are available and the allocation problem is aleviated. But the performance of the

virtual semaphores is not so good as the hardware ones.

If the performance degradation of virtual semaphore registers is too much, large number of hardware sema-
phore registers may be needed because these semaphore registers can not be used efficiently. With the lock table
method a table entry is used only when it is actually needed. A semaphore register, however, may be tied up by a

parallel program during the whole course of program execution, whether the register is being actively used or not.
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Since the program may spend only a small fraction of total time inside a critical section, many more semaphore
registers are needed to achieve the same performance level as the lock table method when multiple parale pro-

grams are alowed to run simultaneously in the system.

The use of semaphore registers also complicates the multiprogramming strategy in a multiprocessor. A paral-
lel program, or any process of the program can be swapped out whether it holds an entry in the lock tables or not.
With the semaphore register method the contents of the registers are part of the program state, and all processes that
belong to the same program have to be swapped out to free the registers they use. When the program is scheduled
to be swapped in, the operating system has to be sure that all the semaphore registers used by the program are in a

free state.

Therefore the lock table method is more efficient and flexible than the semaphore register method. A simpler

multiprocessor, in terms of both hardware and system software, can be built upon the lock table mechanism.

10.2.3.4.2. Queue on_SyncBit (QOSB)

QOSB is a synchronization primitive that can be used to implement critical sections [31]. The primitive
engueues a processor to a lock variable (SyncBit), which is part of a cache line, to enforce a first-come first-serve
discipline for the lock variable (and its associated critical section). The primitive was originally proposed for alarge
scale, cache-coherent shared memory multiprocessor Multicube [30], though it can be adapted to a simpler bus

based multiprocessor.

The QOSB mechanism has inspired some variations. A similar but more complex hardware queueing
mechanism is proposed to further implement non-exclusive critical sections by adding more cache line states [41].
The hardware queueing mechanism can also be simulated by software. The SyncBits in cache lines can be simu-
lated by an array of lock variables [6], or a software queue data structure [48]. The major advantage of these
software derivatives is that they can run on the existing multiprocessors which only support the simpler primitive of
test& set and compare& swap, and immediately improve the performance of synchronization. However, their perfor-
mance, such as the bus traffic generated, is not likely comparable to the hardware QOSB, especially for large mul-

tiprocessor configurations [73].

The comparisons between the lock table and QOSB methods are based on the following criteria: functionality,

performance, implementation, and scalability. Both the lock table and QOSB methods directly support critical sec-
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tion operation. With the FCFS discipline the QOSB method further guarantees fair access to a critical section.® The
lock table method, on the other hand, does not ensure fair access unless additional hardware support is available.
The QOSB is also advisory in nature, i.e., it is used only to improve the performance of synchronization operations.
The correct function of the operations is still guaranteed by the use of test&set. Since a QOSB access has a side

effect of loading a cache line, when the QOSB access is non-blocking, it can be treated as a prefetching access.

Either the lock table or the QOSB method can generate more bus traffic than the other. Two bus operations
are needed for a processor to go through a critical section when either method is used. With the lock table method
one bus access is needed to enter and another to leave critical section; with the QOSB method one bus access is
needed to enqueue and another to pass the lock/data to a waiting processor. But one side effect of acquiring alock
(SyncBit) in a QOSB operation is that the cache block containing the lock is also loaded into the cache. If the data
in the cache block can be used by the processor, a likely situation when the shared data protected by the lock is put
on the same cache block, the cost of the QOSB operation is essentially zero. Thisis an important optimization not
because bus traffic is reduced, but because one non-local access is saved. In alarge scale multiprocessor where the
non-local access latency is likely large, reducing the number of non-local accesses may significantly improve the

performance of the memory system.

However, if the data in the cache block can not be utilized by the processor, such as in database applications
where one lock may have to protect a large amount of data, the QOSB access may create more bus traffic if the

cache block sizeislarge.

The performance of the QOSB method is also better than that of the lock table method if fair access to a criti-
cal section is important. For certain synchronization patterns, such as when multiple locks must be obtained to
accomplish a computing task, fair access to the locks can limit the waiting time of a processor to obtain all the locks,

letting more processors engage in productive work.

One problem with the QOSB method is that without a sophisticated compiler its potential performance advan-
tage may not be easily exploited. For example, packing the right shared data with a SyncBit in a cache block is
important to save bus traffic and reduce average memory access time. Taking advantage of the prefetching ability

of the QOSB may also need to be carefully weighed against generating additional bus traffic by fetching cache lines

The FCFSdisciplineis not strictly maintained because the hardware queue may be broken. This may occur when a cache
lock that is part of the queue is replaced.
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too early. Generating code for lock table mechanism, on the other hand, is straightforward because its functionality
is more limited than the QOSB method. For the lock table method the traditional locking and unlocking procedures

are simply replaced by the enter- and leave-critical section instructions.

It is hard to compare the hardware implementation costs between the two methods. While the amount of
additional hardware needed to implement QOSB mechanism is easier to estimate (additional cache state bits, space
for SyncBits, ...), the hardware cost of the lock table method is not clear because the optimal table size may depend

on the size of the multiprocessors, and likely increase with the size of the multiprocessor.

The scalability of the QOSB method is probably better than that of the lock table method. Multiple QOSB
requests can be outstanding in an interconnection network, taking full advantage of the parallelism offered by the
interconnect. But the synchronization accesses (QOSBS) have to share the bandwidth with ordinary data traffic.
The lock table, on the other hand, can rely on a separate synchronization interconnect, which carries only the syn-
chronization signals (enter- and leave-critical-sections), for a large scale multiprocessor. But the bus bandwidth of

the synchronization interconnect still limits the size of the multiprocessors.

Since the multiprocessor simulator running on Symmetry can not be adapted to simulate a synchronization
mechanism that is drastically different from that in Symmetry, and the difference in performance of the lock table
and QOSB methods can only be demonstrated when large scale multiprocessors are used with benchmarks that have
high synchronization activities, no further performance study are conducted for the QOSB method in this thesis.
Instead the performance of the lock table is compared with a software variation of the QOSB, the software queue
method, which as described in an earlier section, can be implemented on Symmetry without additional hardware

support.

10.2.4. Restricted Combining

For bus-based multiprocessors a restricted form of combining fetch& @ operations was proposed [63]. The
restricted form of combining allows an easy and efficient implementation, requiring only that al processors partici-
pating in the combining have an identical fetch& @ operation. Although it can be used like test& set to implement
critical sections, it actually obviates the need of acritical section when the only operation in the critical sectionisa
fetch& ®. The restricted form of combining fetch& ® has a surprisingly large number of applications [27]. For

example, in the parallel benchmarks all operations in scheduling critical sections can be converted into the restricted
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form of fetch& decrement? Restricted combining also find its way into assisting the sequencing operation in the

software queue method, improving the performance of large critical sections.

10.3. Performance Evaluation

The performance of the lock table and the restricted combining synchronization methods is evaluated using
my multiprocessor simulator. During simulation, the simulator is capable of detecting the presence of a critical sec-
tion in the parallel program code. The original code sequence of test&test& set, which is generated by the Sym-
metry compiler, is not executed. Instead the simulator generates a series of events to simulate the function of either

the lock table or the restricted fetch& add (with combining) mechanism.

However, not every critical section can be converted in this way to utilize the new hardware synchronization
mechanisms. Restricted combining is applicable only when the single operation in a critical section is, for example,
afetch& decrement. In the benchmarks only the scheduling critical section can be benefited from restricted combin-
ing For any other kind of critical sections the default test& test& set is used. The only such case occurs in the com-

munication critical section of the benchmark SOR.

Restricted combining can also improve the barrier operation by combining the atomic decrement instructions.
But the performance improvement may not be significant, because the atomic decrement instruction is so short that
multiple processors are not likely to reach a barrier and execute the instructions at the same time to let combining

occur. (Moreover, as shown in Chapter 9, the barrier operation itself is not much of a concern anyway.)

As mentioned earlier, the software queue method is useful only when acritical section islarge. Since no criti-
cal section in the benchmarks is large (with simple dynamic self-scheduling), new versions of the benchmark FFT,
MSORT and TREE with larger scheduling critical section are created. In the new version the Simple-Self Schedul-
ing strategy, which schedules one loop iteration at a time, is changed to Guided-Self-Scheduling (GSS) [54], which
uses heuristics to schedule multiple loop iterations at a time. The program code with the GSS scheduling critical
section is then modified so that a software queue can be generated at run time. Note that the three benchmarks are
chosen because in these benchmarks the amount of computation in a loop iteration is very small, and does not

increase with the problem size. So they are more likely to benefit from the use of the GSS method [12, 54].

Assuming the critical section implements the simple-self-scheduling policy, i.e., allocating one loop iteration at atime.
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| will first discuss the performance improvement resulting from using lock tables or restricted combining
instead of test&test& set. I'll then consider the performance of the software queue method, and how its performance

is further improved by the use of the restricted combining mechanism.

10.3.1. Simulation Results

10.3.1.1. Scheduling Phase

Since both the lock table and the restricted combining methods affect the implementation of critical sections,
their effects on performance are most noticeable in the execution times of the critical sections. Figures 10.1(a),
10.2(a), 10.3(a), 10.4(a) and 10.5(a) show the normalized execution times of the scheduling phase, together with the
times of the total and independent computing phases, for the three synchronization methods. In these five figures
the execution time of the scheduling phase using the lock table mechanism decreases initially, and then increases
with the number of processors. This speedup characteristic is similar to that when test&test& set is used. But the
performance with the lock table is much better, especially when the number of processors is large. For example,
when 32 processors are used the scheduling time is reduced by 77% for GAUSS. The reductions in scheduling
times is 84%, 71%, 86%, 86% for the benchmarks FFT, SOR, MSORT, and TREE respectively, when the number
of processorsis 64. The performance improvement in the scheduling phase accounts for almost all the reduction in
the total execution time, as depicted in these figures. For the above multiprocessor configurations, the reduction in
the scheduling time results in 31%, 73%, 53%, 79% and 77% decrease in the total execution time of the benchmarks

GAUSS, FFT, SOR, MSORT, and TREE respectively.

The lock table method improves scheduling efficiency mainly by forbidding bus access from processors wait-
ing to be scheduled. But the serial nature of scheduling with the lock table method, however, can still make the
scheduling rate the performance bottleneck when many processors are used. This shortcoming is completely
avoided in restricted combining. As shown in the same five figures, even when 64 processors are used, the execu-
tion time of the scheduling phase is always nearly negligible. More interestingly, since each processor goes through
the scheduling phase fewer number of times when more processors are used, the scheduling time of each processor

actually decreases with the number of processors (though not clearly shown in these figures).

With the capability of scheduling all processors at the same time by the restricted combining method, the
speedup of a paralel program now depends entirely on the bus bandwidth. But does this mean, with a fixed bus
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Figure 10.1: Normalized Execution Times of the Benchmark GAUSS

This figure, together with Figure 10.2, Figure 10.3, Figure 10.4 and Figure 10.5, shows the performance improve-
ment made by the use of the lock table and the restricted combining synchronization methods. These two methods
are used to implement the scheduling critical section, which uses the simple dynamic self-scheduling policy, in all
benchmarks. The lock table method, which is applicable to any critical section, is also used to implement the com-
munication critical section in the benchmark SOR. The results generated by using these two methods are compared
with those that only use test& test& set in these figures.

The most direct performance improvement is, undoubtedly, in the execution times of the scheduling and com-
munication phases. The improvement is more pronounced in the benchmarks FFT, MSORT and TREE, where the
scheduling critical section is more burdened with scheduling smaller quanta of computational work. The total exe-
cution times are included in these figures to show that the performance improvement on scheduling is ailmost the
only reason for the higher speedup of the entire program.

The better scheduling performance aso indirectly affects the execution time of the independent computing
and the barrier-spin wait phases. The execution time of the independent computing phase is aways highest with the
restricted combining method, and the lowest with the lock table method. The execution time of the barrier-spin wait
phase, on the other hand, is always smaller with any of the two methods.
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bandwidth, that the best way to achieve the highest speedup of a parallel program isto use as many processors as
possible to guarantee that the bus bandwidth is aways fully utilized? The answer is no, as indicated by the speedup
characteristics of the total execution time in the figures. For all except the benchmark GAUSS, with the restricted
combining mechanism the total execution time is always higher with 64 processors than with only 32 processors.
As suggested by Figures 10.2(a), 10.3(a), 10.4(a) and 10.5(a), the major cause for the decreased speedup lies at the
independent computing phase. In these figures the execution times of the independent computing phase all increase
when the number of processors isincreased from 32 to 64 processors. In the next section the cause of this increase

isexplained.

10.3.1.2. Independent Computing Phase

Although the different synchronization mechanisms do not change the hardware resource requirement such as
the bus demand of the independent computing phase, they still affect the execution time of the phase. Asshownin
Figures 10.1(a), 10.2(a), 10.3(a), 10.4(a) and 10.5(a), the execution time of the independent computing phase is
always the highest with restricted combining, and the lowest with the lock table method. The different effects of

synchronization mechanisms result from two factors: the scheduling rate and the bus demand.

When the scheduling rate is higher more processors can engage in independent computing at the same time.
With restricted combining virtually all processors are in the independent computing phase at the sametime. But as
shown earlier, the total bus demand from all processors always increases with the number of processors (see Section
8.3.2). Since it is the bus bandwidth that determines the maximum speedup in the independent computing phase,
and the bus has only a fixed bandwidth, the execution time of this phase can only become larger when the total bus

demand increases.

The scheduling rate is limited when either the test& test& set or the lock table method is used to implement the
scheduling critical section. But a major difference between these two methods is that, with the lock table method
the waiting processors at the scheduling critical section do not generate any bus traffic, while with the test& test& set
method these processors do In other words, when the lock table method is used only those processors that are in
the independent computing phase make bus access; whereas when the test& test& set method is used, every proces-
sor, whether it is in the scheduling or the independent computing phase, always make access to the bus. Since the
execution time of the independent computing phase is determined by the bus utilization, and the bus utilization is

lower with the lock table method, the execution time of the independent computing phase is also lower when the
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lock table method is used.

One interesting result of using the lock table method is that the execution time of independent computing
phase can sometimes decrease after the scheduling critical section is saturated. This phenomenon is seen in Figure
10.3(a), and is explained as follow. After the critical section is saturated only a fixed number of processors can be
in the independent computing phase at any time. The exact number is determined by the scheduling rate of the lock
table method, and the rate is independent of the queue length of the critical section. Since it is aways the same
number of processors that are using the shared bus (doing independent computation), the execution time of one loop
iteration will not change too much. But the share of computation, or the number of loop iterations for each proces-
sor in the independent computing phase decreases with the number of processors. Therefore as long as the bus utili-
zation is not too high the execution time of the independent computing phase can decrease with the number of pro-

Cessors.

10.3.1.3. Communication Phase

The benchmark SOR is the only program that has a communication critical section. This critical section can
not benefit from the restricted combining method. Therefore even though the combining mechanism is available,
the critical section is still implemented by test& test& set. The execution time of the communication phase is shown
in Figure 10.3(b). It isinteresting to note that, executing the critical section takes longer with restricted combining,
even though the critical section is always implemented with test&test& set. This is because with combining proces-
sors are scheduled in groups. Hence they are more likely to reach the communication critical section at the same
time. Since the critical section is implemented with test&test& set, when the queue length of the critical section

becomes large the execution time increases rapidly.

10.3.1.4. Barrier and Barrier-Spin Wait Phase

The use of different synchronization methods can also affects the barrier operation. In the barrier phase,
where a barrier counter is decremented atomically, the restricted combinging method can improve the performance
if combining occurs. But as discussed earlier, if an efficient atomic increment instruction is available combining is
not likely to happen frequently. Since the execution time of the barrier phase is not significant even without com-
bining, and the lock table method does not affect the operation of the atomic instruction, the effect of different syn-

chronization mechanisms on the barrier phase is not discussed.
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However, the use of different synchronization methods can significantly affects the execution time of the
barrier-spin wait phase, as indicated in Figures 10.1(b), 10.2(b), 10.3(b), 10.4(b) and 10.5(b). In all figures the exe-
cution time is always the lowest when restricted combining is used, and highest when only test&test& set is avail-
able. Although the barrier operation can benefit from restricted combining, its effect is very small because the origi-
nal atomic operation is so efficient that not much combining can happen. The major reason for the difference in the
execution time is, with the more efficient scheduling method (i.e., higher scheduling rate), processors are more
likely to start, thus finish independent computing and reach the barrier at the same time. The reduction in the execu-
tion time of this phase, however, does not affect the total execution time much, because the barrier-spin wait time

has not been significant anyway.

10.3.1.5. Software Queuing

To evauate the performance of a software queue, four combinations of software and hardware methods are
selected for comparison in the following way. Scheduling implemented with the software queue method includes a
sequencing critical section, for sequencing entries in the software queue. The critical section can then be supported
with any of the three synchronization mechanisms (TTS, LT, and CMB). However, a critical section implemented
with a software queue always executes more instructions and makes more bus accesses than the original scheduling
critical section implemented with the lock table method. Thisis because with the LT method only two bus accesses
are made (enter and leave-critical-section) to go through a critical section. With the software queue method at least
one bus access is made at the sequencing critical section, independent of the hardware mechanism used to support
the critical section, and another one made when one processor tries to wake up the next processor in the software
gueue. Therefore the case of using a software queue with the lock table method is not interesting. The performance
of the remaining two cases, i.e., the software queue method with TTS for the sequencing critical section, and the
software queue with CMB, is then compared with the cases where the scheduling critical section is supported by
TTS (the base case) and LT respectively. The simulation results are shown in Figure 10.6, Figure 10.7 and Figure
10.8, for the benchmarks FFT, MSORT and TREE respectively. Only the execution times of the scheduling and the
barrier-spin wait phases are shown in the figures. It is apparent from these figures that, if TTS is the only available
synchronization mechanism, the software queue scheduling method always performs better, when many processors
are used. Thisresult is similar to what was reported in [6,32]. The result here also shows that the performance can

be further improved if the sequencing critical section is supported by the restricted combining mechanism. This
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Figure 10.6: Normalized Execution Times of the Benchmark FFT

This figure together with Figure 10.7 and Figure 10.8 shows the performance improvement when the scheduling
critical section is implemented with software queue. The scheduling strategy is Guided-Self Scheduling, which
schedules multiple loop iterations at a time to each processor. The four cases considered in the figures are: 1,
test&test& set (TTS), the base case; 2, software queue with TTS for the sequencing critical section (Q-TTS); 3,
software queue with restricted combining for the sequencing critical section (Q-CMB); and 4, lock table (LT). In
this figure as well as in the other two the normalizing factor for the benchmark is the execution time when only two
processors are used, and critical sections implemented with TTS. As indicated by all three figures the rank of per-
formance is always, from the best to the worse: LC, Q-CMB, Q-TTS, TTS.

The performance of scheduling also affects the execution time of the barrier-spin wait phase, as discussed ear-
lier. The LC method always reduces the barrier-spin wait time significantly when many processors are used.
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indicates that, even with a much smaller sequencing critical section than the original scheduling critical section,
contention to the sequencing critical section can still be a problem when many (in my experiment, 64) processors

are used.

The one that always performs the best, however, is the lock table method, no matter how many processors are
used. The result is not surprising, since it only testifies the earlier theoretical result that the lock table method

should aways outperform the software queue method.

One thing to note is that, when restricted combining is available, there is little need to use guided-self-
scheduling strategy. In fact simple-self-scheduling supported by restricted combining can outperform any other
scheduling strategy supported by any combination of the software and hardware mechanisms. The catch is, how-
ever, that scheduling is not the only place where the performance bottleneck can occur. The generality of the lock
table, or the software queue method is still needed to tackle with the type of critical sections that can not benefit

from restricted combining.

10.3.1.6. Invalidation Pattern

In this section the invalidation pattern of using different synchronization methods are studied. Analyzing the
invalidation pattern is important in evaluating different directory schemes for large scale, non-bus based, cache

coherent multiprocessors [4, 72].

Previous study of invalidation patterns uses either analytical modeling [17,21], or trace driven simulation
[4,72]. Onedrawback of using the trace driven simulation method is that, since the timing of the memory system to
be evaluated is unlikely to be the same as the timing of the system where the trace is derived, the result of trace-
driven simulation can be inaccurate. The problem is not so much due to the difference in the timing (or interleav-
ing) of the memory traces used, as to the difference in the type and the number of memory traces that should be
used. The most notable example that can cause this problem is the part of memory trace generated by synchroniza-

tion operations.

Both the type and the number of memory accesses generated by a synchronization operation is highly vari-
able, depending on the exact timing of the memory system components. If the memory accesses generated by syn-
chronization operations have significant influence on the outcome of the simulation result, the result can be very dif-
ferent even with a small change to the memory system. As will be shown in my execution-driven simulation, it is

not uncommon that more than 90% of total invalidations are generated by synchronization operations.
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However, to some extent the result of trace driven simulation is still useful, since the input trace at least
represents one realistic case. But the simulation result can be more appropriately interpreted if we can discern the
part of the result that is highly variable from the part that is more stable. This information is available from my
simulation, as shown in Table 10.1. The distribution of the numbers is represented by five entries in the table. The
first three entries, representing 1, 2, or 3 actual invalidations of cache copies per invalidation request on the bus,

show the effectiveness of a directory scheme that uses 1, 2 or 3 address pointers for each cache block. The remain-

Number of Distribution- TTS& LT & CMB (in %)
of GAUSS FFT R
Invalidations | TTS LT CMB | TTS LT CMB | TTS LT CMB
1 67 27 19 76 85 0.32 79 13 30
2 23 22 21 4.1 2.6 25 2.6 0.09 0.8
3 0.6 0 0 6.3 5.6 55 11 0.04 0.8
4-29 8.8 0 0 14 0 0 16 3.8 11
30-31 0.4 14 14 0.3 027 027 0.6 0.72 0.7
Total 100 50 41 100 17 8.6 100 17 43
Number Distribution- TTS& LT & CMB (in %)
of MSORT TREE
Invalidations | TTS LT CMB TTS LT CMB
1 79 9.0 0.19 83 9.4 19
2 33 0.86 0.80 25 016 0.26
3 17 1.0 11 0.82 013 0.20
4-29 16 22 2.2 13 11 14
30-31 0.16 017 017 0.40 013 0.15
Tota 100 13 45 100 11 3.9

Table 10.1: Distribution of the Number of Actual Invalidations;
Using Test& Test& Set, Lock Table or Restricted Combining

This table shows, when an invalidation request is put on the bus, how many cache copies are actually invalidated.
All results are derived from the 32-processor configurations, and the synchronization primitive can be test& test& set
(TTS), lock table (LT) or restricted combining (CMB). Resultslisted for the lock table method are generated by im-
plementing all critical sections with the lock table mechanism, and the results for restricted combining (CMB) by
using it only for the scheduling critical section. Therefore even though the combining mechanism is available, the
communication critical section in SOR is still implemented with test& test& set.

The distribution of the number of invalidations is shown by listing the normalized number of actual invalida-
tionsin five categories: 1, 2, 3, 4-29, and 30-31 invalidations. The normalizing base for each benchmark is the total
number of invalidation requests generated when the benchmark is run with test& test& set. Therefore the Total in
thistable for TTSisaways 100% (all numbers are in percentage).
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ing two entries (4 to 29, and 30 to 31) show the number of invalidations that results in broadcasts if at most three
address pointers for each cache block are maintained. A separate entry of the 4 to 29 range is used to indicate the

number of broadcasts that invalidate only alimited number of cache copies.

The most impressive result isthat the total number of invalidations is reduced, and significantly for the bench-
marks FFT, MSORT and TREE, by the use of either the lock table (LT) or the restricted combining (CMB) syn-
chronization method (instead of test&test& set (TTS)). In these benchmarks the invalidation traffic is reduced by
more than 80% with the LT method, and more than 90% with the CMB method. Since the purpose of a better syn-
chronization method is to reduce the number of bus accesses, including those caused by invalidations during syn-
chronization operations, the results in Table 10.1 imply that more than 90% of invalidations are generated by syn-
chronization operations. This means that the result of invalidation pattern analysis can be overwhelmingly dom-
inated by the invalidations generated from synchronization operations. As discussed earlier, the invalidation pat-
tern, mainly the number and the type of invalidations, can vary widely with small changes in the timing of multipro-

Cessors.

The reduction in invalidations is less spectacular for the benchmark GAUSS with either method. This is
because with only 32 processors, synchronization or scheduling in GAUSS has not been a performance bottleneck.
The improvement in the benchmark SOR is also not so impressive with the CMB method, because the communica
tion critical section in SOR can not utilize the CMB mechanism, and is still implemented with the default TTS. But

the result of using LT in benchmark SOR is as good as for benchmarks FFT, MSORT and TREE.

Since very little bus traffic is generated from synchronization operations when either the LT or the CMB
method is used, the results derived from the two methods are quite insensitive to the timings of synchronization
events. Therefore the results can readily be generalized to any kind of cache coherent, bus or non-bus based mul-
tiprocessors. The enormous reduction in invalidation traffic asindicated in Table 10.1 attests to the much better sca-
lability of multiprocessors that use the two better synchronization methods, than the ones that only use the TTS

method.

10.4. Summary and Conclusion

In this chapter the performance of several software/hardware synchronization aternatives to the simple
test& test& set (TTS) method is evaluated. The emphasis is put on two hardware mechanisms: the lock table (LT)

method, which was introduced in this thesis, and the restricted combining (CMB) method. With the two better
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synchronization mechanisms the execution time of scheduling can be reduced significantly when compared to the
simple TTS. The LT and the CMB methods also affect the execution time of the independent computing and the

barrier-spin wait phases, but on a much smaller scale.

The performance of a software queue, with its sequencing critical section supported by either the TTS or the
CMB mechanism, was also evaluated. The result shows that software queues with CMB can perform significantly
better than with TTS when many processors (e.g., 64) are used. However, theoretically the LT can always outper-

form the software queue method, regardless of how the sequencing critical section isimplemented.

Finally the invalidation pattern of using the different TTS, LT and CMB mechanisms are studied. Both LT
and CMB can reduce, and sometimes significantly, the number of invalidations. This result also implies that the
study of invalidation patterns based on memory traces generated with the TTS method may be unreliable, since the
majority of invalidations can be generated by synchronization operations. Both the number and the type of invalida-
tions (differentiated, for example, by the number of actual cache copies invalidated per bus invalidation) generated

by synchronization operations can be very sensitive to small changes in the timings of the memory system.

The LT method appears to be a very promising synchronization method for large scale, cache coherent, bus or
non-based multiprocessors. This is due to the generality of its function (applies to any critical section, which is a
very general synchronization primitive), and its scalability (a separate interconnect for the LT function carries sub-

stantially less traffic than the interconnect for data).
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Chapter 11
Summary and Conclusions

This dissertation studied the design of single bus, shared memory multiprocessors. The goal of the studies
was to find optimum pointsin the design space for different memory system components that include private caches,
shared bus and main memory. To this end new methodologies were developed to evaluate accurately the system

performance, and applied to evaluate some key parameters in the design space.

The performance of a multiprocessor is strongly affected by its workload. The exact information available
from the workload also determines the type of tools suitable for evaluating the performance. From a preliminary
study two different types of workloads were identified. The first type of workload consists of independent, multi-
user tasks, and each task is executed by only one processor. The performance of a multiprocessor operating with
this workload is measured by the overall throughput of the multiprocessor; the operating environment of the mul-
tiprocessor is throughput-oriented under this type of workload. The second type of workload consists of parallel
programs, each of which has multiple cooperating tasks running on multiple processors to solve a single problem;
the performance of a multiprocessor operating with this type of workload is measured by the speedup of each paral-
lel program, and the multiprocessor is operating in a speedup-oriented environment. These two environments are
not mutually exclusive, i.e., both types of workload can exist at the same time in a multiprocessor. But the nature of
the two types of workload is sufficiently different that totally different approaches were developed to evaluate the

multiprocessor performance for each environment.

11.1. Throughput Oriented Environment

For the throughput-oriented environment the Customized Mean Value Analysis (CMVA) method was used to
evaluate the performance of multiprocessors. Two separate CMVA models were developed for the two kinds of
shared bus architectures, circuit switched and split-transaction, pipelined, or STP buses, to evaluate the multiproces-
sor performance. The two models were then validated using actual trace-driven simulation for about 5,376 mul-
tiprocessor configurations, constructed by varying the number of processors, processor speed, cache size, cache

block size, cache set-associativity, bus width, bus switching method and main memory latency.

For the three workloads (two are non-homogeneous and one is homogeneous) in this operating environment at

least 90% of all cases the percentage difference in individual processor throughputs (64,512 comparisons from the
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5,376 multiprocessor configurations) obtained from the models and simulation is within 3%. The maximum differ-
ence in all casesisalways less than 15%. The comparison results on the partial bus utilization of individual proces-
sors are also similar. Estimation of the cache miss latency is less accurate than the estimation of processor
throughput or bus utilization, but is still quite good. Since the execution time of the CMV A models are about 4 to 5
orders of magnitude |ess than trace-driven simulation, the models were used to explore the design space extensively

for shared bus, throughput-oriented multiprocessors.

The results obtained from the CMV A models have shown that the goal of designing the caches for a multipro-
cessor is not to minimize only the missratio or the bus traffic. For example, the best block size that maximizes mul-
tiprocessor throughput is neither the one that results in the lowest cache missratio, nor the one that minimize the bus
traffic. Furthermore, the design of one memory component can not be considered independent of other components.
With the circuit switched bus, the maximum system throughput is strongly affected by the main memory latency,
while with the STP bus the maximum throughput is quite insensitive to the change in main memory latency. The
performance of the STP bus can also be significantly improved, though with diminishing returns, by increasing the

bus width.

Since the maximum system throughput is determined by the per-processor bus bandwidth demand, using a
larger cache size or set associative caches can improve the system performance significantly, even when the same
strategy has only amarginal effect on uniprocessor performance. For example, using the workload from the ATUM
trace a 2-way set associative cache is found to perform worse than a direct mapped cache for a uniprocessor system,
when the cache size is as large as 256K bytes and the speed of the direct mapped cache is 10% faster. But the same

2-way set associative cache is found to be more desirable than the direct mapped cache in multiprocessors.

It should be noted that the evaluation results presented in this thesis are valid only for the multiprocessor
configurations and the workloads considered in the study. While certain conclusions may still be true when some of
these conditions change, accurate performance results of a particular multiprocessor system should still be obtained
by constructing a set of CMVA models that precisely describe the structure of the multiprocessor system, and by

using the parameters of the expected workload for the multiprocessor to drive these models.

11.2. Speedup Oriented Environment

For the speedup-oriented environment a multiprocessor simulator was devel oped to conduct execution-driven

simulation so that accurate and detailed performance information could be obtained. Since the execution of a
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parallel program consists of different computational phases with distinctive speedup characteristics, these phases
were delineated, and performance statistics were collected separately for each computational phase. The perfor-
mance statistics, which include the execution time and the cache miss ratios of various types of memory accesses,

were then analyzed to determine the speedup characteristics of a particular computational phase.

Although accurate results can be obtained from execution driven simulation, a major drawback is that the
simulation is very slow. Therefore only a small region of the design space was explored. In particular only the
number of processors and the synchronization mechanisms were changed in the multiprocessor configuration.
Therefore the research concentrated on two goals: 1) to study the way the memory access patterns change with the
number of processors, and 2) to evaluate the performance of some synchronization mechanisms suited for bus-based

shared memory multiprocessors.

It should be noted that since a very small part of the design space of the multiprocessors is explored in this

thesis conclusions of thisthesis are valid only for the multiprocessor configurations that have been considered.

The results obtained from simulating the execution of five parallel benchmarks have shown that, with loop
level parallelization, the speedup of a parallel program is largely determined by the execution times of the indepen-
dent computing phase and, if dynamic scheduling is used, the scheduling phase. The maximum speedup of the
independent computing phase is limited by the bus bandwidth. But after reaching the maximum speedup by using
enough processors, the speedup can decrease if more processors are used. This is because the total bus demand, or
the total number of bus accesses made by all processors during this phase, can increase with the number of proces-
sors. The major causes of the increase are fine grain data sharing, reference spreading, and the use of dynamic
scheduling. Therefore even for this computational phase, perfect speedup, i.e., cutting the execution time in half by
doubling the number of processors, is difficult to achieve because the average memory access time seen by a proces-

sor is also increased due to the increase of the total bus demand.

Bus demand can usually be reduced by using a static scheduling strategy, especialy if fine grain data sharing
can be totally avoided with this strategy. Bus demand is also affected by the problem size. If the total bus demand
grows slower than the total amount of computation as the problem size increases, the maximum speedup can

increase with the problem size.

The scheduling overhead can limit the speedup in the independent computing phase even before the
bandwidth of the shared bus. Whether scheduling can become a performance bottleneck depends on the relative
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size of the scheduling overhead to the scheduling unit. With loop level parallelization, and the scheduling unit being
aloop iteration, only one or two dozen processors can actually be scheduled to do independent computation simul-
taneoudly, if test&test& set is used to implement the scheduling critical section. The size of aloop iteration may or
may not grow with the problem size. Therefore if dynamic scheduling is used to exploit loop-level paralléization,

the synchronization strategy needs to be streamlined.

The execution times spent in other computational phases such as the serial, the barrier, and the barrier-spin
wait phases are usually relatively small in our benchmarks. For the barrier operation if an atomic decrement
instruction such as the one in the Sequent Symmetry is available, the execution time of the barrier operation itself,
i.e., excluding the spin-wait time due to different processor arrival times to the barrier, is negligible. The proportion

of these execution times become even smaller when the problem size increases.

To improve the performance of synchronization, the lock table method was proposed in this thesis. The
motivation of the lock table method is that a write broadcast cache coherence protocol is particularly suited for the
access to lock variables. The performance of the lock table method, along with the restricted fetch& add (with com-
bining) and the software queue method, were evaluated and compared against the basic test& test& set. The results
have shown that both the lock table and the restricted combining methods can significantly reduce the bus traffic
during the critical section operation, mainly scheduling, that otherwise would be generated by the test& test& set
implementation. Moreover, the restricted combining method also alows parallel access to the scheduling critical
section. The execution time of the scheduling phase is thus significantly reduced. For the 32 processor
configuration of the benchmark GAUSS and the 64 processor configuration of the benchmarks FFT, SOR, MSORT
and TREE, with the lock table mechanism replacing the test& test& set the scheduling times are reduced by at least
70%, resulting in 31% to 79% decreases in the total execution times. For the same multiprocessor configurations
that used the restricted fetch&add with combining mechanism instead of the test&test& set the scheduling times

become virtually negligible, and the total execution times are reduced by 39% to 86%.

The restricted combining method essentially eliminates the performance degradation due to scheduling by
allowing parallel access to the scheduling critical section, but its functionality is more limited than that of the lock
table method. The lock table, though not performing as well as the restricted combining method in reducing the

scheduling overhead, has alarger application domain than that of the restricted combining method.
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11.3. Future Work

The CMVA models developed in this thesis can be further expanded to include certain hardware optimization
for a shared bus multiprocessor. For example, the performance of different bus arbitration policies, or the effect of
loading requested data first in a cache block and bypass it to processors, can be evaluated. The models can be
modified, or completely new models can be developed for the hierarchical (multi-level) cache memory system,
which may assume a more important role as the disparity between the speed of processors and the memory system

widened.

The multiprocessor simulator developed for execution-driven simulation has provided many important
insights to the execution of parallel processing. But the simulator can provide much more information than has been
discussed in thisthesis. To extend the work, more and diverse parallel benchmarks should be developed, especialy
the ones that have doacross loops. Since the only multiprocessor configuration parameters that have been varied are
the number of processors and the hardware synchronization mechanisms, most of the design space of the multipro-
cessors remains to be explored. For example, an important issue is the choice of the cache block size, and the
related choice of bus width. The study of the cache block is compounded by the false sharing problem. Since the
effect of false sharing can be substantial, software and hardware optimization methods must be developed to reduce

the problem before tackling the cache block size problem.

The lock table synchronization method proposed in this thesis deserves further study, especialy itsimplemen-
tation cost and effectiveness in a bus based, or a non-bus based, large scale shared memory multiprocessor. Since
using the lock table does not preclude the use of other type of high performance hardware synchronization mechan-
ism such as restricted combining, better performance might be achieved for a multiprocessor that employs these two

methods. The performance of the lock table method should also be evaluated in this context.

Finally, a multiprocessor is not likely to be used solely for one particular environment. A multiprocessor
designed for the throughput-oriented environment needs an operating system to manage independent processes. The
operating system kernel in all aspectsisaparallel program. A multiprocessor that is speedup-oriented may also like
to have multiple parallel programs running at the same time to increase multiprocessor throughput. It would be the

final challenge to design multiprocessor that is optimum in both operating environments.
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Abstract

This dissertation studies the design of single bus, shared memory multiprocessors. The purpose of the studies
is to find optimum points in the design space for different memory system components that include private caches,

shared bus and main memory.

Two different methodologies are used based on the operating environment of a multiprocessor. For a mul-
tiprocessor operating in the throughput-oriented environment, Customized Mean Vaue Analysis (CMVA) models
are devel oped to evaluate the performance of the multiprocessor. The accuracy of the models are validated by com-
paring their results to those generated by actual trace-driven simulation over several thousand multiprocessor
configurations. The comparison results show that the CMVA models can be as accurate as trace driven simulation
in predicting the multiprocessor throughput and bus utilization. The validated models are then used to evaluate
design choices that include cache size, cache block size, cache set-associativity, bus switching method, bus width,

and main memory latency.

For a multiprocessor operating in the speedup-oriented environment a multiprocessor simulator is built to
conduct an execution driven simulation for several paralel benchmarks. Performance statistics are collected
separately for different computational phases during the execution of a paralel program, and are analyzed to
characterize the behavior of the multiprocessor in each computational phase and the overhead of parallel processing.
The results show that, with loop level parallelization, performance bottlenecks can occur in the scheduling phase (if
dynamic scheduling is used to schedule loop iterations to processors) as well as the independent computing phase.
The cache missratio of shared datain the independent computing phase is aso found to increase with the number of
processors, meaning that even for this phase the speedup will decrease instead of leveling off after the speedup has

reached its maximum.

The barrier operation in a bus based multiprocessor is found not to be a serious concern. With an efficient
atomic decrement instruction available, the total time for all processors to decrement the barrier counter can be very
a small portion of overall execution. Both the barrier and serial times can become less significant, i.e., become a

smaller portion of total execution time of a parallel program, when the problem sizeisincreased.

The impact of the synchronization method on the execution time of the scheduling phase is also considered in
some detail. The performance of several aternatives to the base test& test& set implementation, such as a software

gueue, a lock table (proposed in this thesis), and a restricted fetch& add operation with combining, are evaluated.



The simulation result shows that both the lock table and restricted combining methods can improve the scheduling

rate significantly.
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